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Abstract
Explaining Actual Causation via Reasoning about Actions and Change

Emily C. LeBlanc
Santiago Ontañón, Ph.D. and Marcello Balduccini, Ph.D.

The goal of this research is to investigate and demonstrate the suitability of action languages and

answer set programming (ASP) to design and realize a novel framework for explaining actual causa-

tion. Actual causation is a broad term that encompasses all possible antecedents that have played a

meaningful role in producing a consequence. Attempts to characterize reasoning about actual cau-

sation have largely pursued counterfactual analysis of a scenario, inspired by the intuition that if

X caused Y , then not Y if not X . However, it has been widely documented that the counterfactual

criteria alone is problematic and fails to recognize causation in a number of straightforward cases.

Departing from a counterfactual reasoning approach, our framework favors reasoning about the

underlying causal mechanisms of the scenario itself in order to explain how an outcome of interest

came to be. The framework leverages techniques from Reasoning about Actions and Change to

support reasoning about domains that change over time in response to a sequence of events. The

action language AL enables us to represent a scenario in terms of the evolution of the state of the

world over the course of the scenario’s events. AL lends itself naturally to an automated translation

in Answer Set Programming (ASP), using which, reasoning tasks of considerable complexity can

be specified and executed. In this dissertation, we present a theoretical framework for reasoning

about actual causation and demonstrate that the framework enables reasoning about traditionally

challenging examples of actual cause. We also present a sound and complete implementation of

the theoretical framework in ASP, along with a collection of empirical studies that evaluate and

analyze the framework’s performance on a number of novel and challenging problems.
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Chapter 1: Introduction

“The complexities of cause and effect defy analysis.”

— Douglas Adams

The goal of this research is to investigate and demonstrate the suitability of action languages

and answer set programming (ASP) to design and realize a novel framework for reasoning about

and explaining actual causation. Also referred to as causation in fact, actual cause is a broad term

that encompasses all possible antecedents that have played a meaningful role in producing a con-

sequence [1]. Reasoning about actual cause concerns determining how a particular consequence

came to be in a given scenario, and the topic been studied extensively in numerous fields including

philosophy, law, and, more recently, computer science and artificial intelligence.

Attempts to mathematically characterize actual causation have largely pursued counterfactual

analysis of structural equations (e.g., [2–6]), neuron diagrams [7, 8], and other logical formalisms

(see e.g., [9]). Counterfactual accounts of actual causation are inspired by the human intuition that

if X caused Y , then not Y if not X [10]. At a high level, this approach involves looking for possible

worlds in which Y is true and X is not. If such a world is found, then X is not a cause of Y . It

has been widely documented, however, that the counterfactual criteria alone is problematic and

fails to recognize causation in a number of common cases such as overdetermination (i.e., multiple

causes for the effect), preemption (i.e., one cause “blocks” another’s effect), and contributory cau-

sation (i.e., causes must occur together to achieve the effect) [11, 12]. Subsequent approaches have

addressed some of the shortcomings associated with the counterfactual criterion by modifying the

existing definitions [13, 14], introducing supplemental definitions [9, 15, 16], and by modeling time

[17] with some improved results. In spite of these improvements, there is still no widely accepted

definition of actual cause.

Departing from the counterfactual intuition and reasoning about possible worlds, our frame-

work favors reasoning about the underlying causal mechanisms of the scenario itself in order to
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explain actual causation of an outcome of interest. Our framework uses techniques from Reason-

ing about Actions and Change (RAC) to support reasoning about domains that change over time in

response to a sequence of events. The action languageAL [18] enables us to represent a scenario as

the evolution of state over the course of the scenario’s events. Moreover, the elements ofAL seman-

tics can be used to define notions of direct and indirect cause, and the language’s solution to the

frame problem can be leveraged to detect the “appearance” of an outcome of interest in a scenario.

Our position on reasoning about actual cause is supported by recent work in the area [19, 20] that

shares similar intuition to our own about the appearance of outcomes. Finally, AL lends itself nat-

urally to an automated translation in ASP, using which, reasoning tasks of considerable complexity

can be specified and executed.

1.1 Explaining Actual Causation

Sophisticated actual causal reasoning has long been prevalent in human society and continues to

have an undeniable impact on the advancement of science, technology, medicine, and other fields

that are critical to the success of modern society. From the development of ancient tools to mod-

ern root cause analysis in business and industry, reasoning about causal influence in a historical

sequence of events enables us to diagnose the cause of an outcome of interest and gives us insight

into how to bring about, or even prevent, similar outcomes in future scenarios. Consider problems

such as explaining the occurrence of a set of suspicious observations in a network security system,

reasoning about the efficiency of actions taken in an emergency evacuation scenario, or investi-

gating how an automatically generated workflow produced some unexpected results. It is easy to

imagine that analyzing such (potentially very complex) scenarios requires the ability to represent

and reason about how the state of the world has been changed by the scenario’s events to produce

some outcome of interest.

Consider the behavior of an advanced cyber-physical system such as a self-driving car, rea-

soning about causation (e.g., blame or praise) becomes significantly more complex – the car likely

contains a large number of software and hardware modules (possibly from different vendors), there

may be other cars and pedestrians involved in the scenario of interest, and there may have been

CHAPTER 1: INTRODUCTION 1.1 EXPLAINING ACTUAL CAUSATION
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wireless communication with other vehicles or a central server, all of which may influence the

actions taken by the car’s control module over the course of its drive. To reach an intuitively satis-

factory explanation of why some outcome of interest came to be in such a domain, the insights that

have been produced by the decades-long study of actual causation seem indispensable.

Modern work on actual causation originated in philosophy with the seminal paper by Lewis

[10]. His work, like that of other philosophers following him, was primarily theoretical and not in-

tended to be put to practical use. The famous Halpern-Pearl (HP) paper [3] initiated interest in this

concept within the field of AI and it constitutes a first milestone on the way towards applications

of the concept of actual causation. However, neither the HP paper nor the many that have followed

it (e.g., see Chapter 7) have yet reached the point where their results could be directly applied, for

example, in the context of a self-driving car as proposed here, or in other similarly complex scenar-

ios. We believe that this is due, at least in part, to a lack of distinction between the laws that govern

individual states of the world and events whose occurrence cause state to evolve.

We also believe that our approach to reasoning about what actually happened rather than what

could have happened sets us apart from the majority of the work in this research area (discussed

in greater detail in Chapter 7), and our choice of AL as a formalism positions the approach for

potential use in practical settings via translation to an implementation in ASP.

The primary contributions of this dissertation are as follows:

1. A novel theoretical framework for reasoning about actual causation in terms of the semantics

of the action language AL.

2. A sound and complete implementation of the framework in ASP.

3. Empirical studies of the practical feasibility of the implementation on increasingly large and

complex novel causal scenarios, with respect to time.

1.2 Organization

We now present the organization of the dissertation.

CHAPTER 1: INTRODUCTION 1.2 ORGANIZATION
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• Chapter 2 contains background information about the environments of interest for which the

framework is defined, the action language AL, and ASP.

• Chapter 3 presents the theoretical framework for explaining actual causation. The chapter

contains a novel running example which we use to aid our discussion of the framework’s

definitions. In addition to presenting the definition of direct cause, we present a simple no-

tion of indirect causation and identify two important drawbacks to the definition. Next, we

present an improved definition that addresses the identified shortcomings and provides ad-

ditional information about indirect causes. Finally, we draw initial conclusions about the

framework’s ability to handle traditionally challenging cases of causation.

• Chapter 4, we use the framework to reason about examples from the literature that have been

used to challenge the counterfactual definition of actual cause, as well as a novel example

inspired by the self-driving car scenario outlined above.

• Chapter 5 provides implementations of the theoretical framework in ASP and presents theo-

retical results about soundness and completeness of the program for computing direct cause

and the improved definition of indirect cause. We also present ASP translations of a subset of

the examples from Chapter 4.

• Chapter 6 presents experimental results from empirical studies aiming to assess the practical

feasibility of the approach with respect to time. To the best of our knowledge, there is no

established set of benchmarks for the type of reasoning presented in this dissertation, and

so we have generated a set of novel problem instances that allow us to examine and make

initial conclusions about the performance of the implementation on a number of interesting

and increasingly complex causal scenarios.

• Chapter 7 provides in-depth discussions about related approaches. We will present an over-

view of technical approaches and comparative discussion for the most well-known and

widely studied approach in the field [3], the work that led us to our intuition about represent-

ing scenarios as the evolution of state in response to events [21], and the work that leverages

CHAPTER 1: INTRODUCTION 1.2 ORGANIZATION
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similar intuition to our own in reasoning about scenarios [19].

• Chapter 8 presents our conclusions and suggests avenues for future work.

CHAPTER 1: INTRODUCTION 1.2 ORGANIZATION
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Chapter 2: Background

Background

This chapter contains background information on the classes of problems for which the framework

is designed, action language AL, which we use to represent domains that change over time, and

answer set programming which we use to implement the computation of direct and indirect causes.

2.1 Environments of Interest

In this work, we use the term dynamic domain to refer to an environment whose state changes in

response to the execution of actions. Dynamic domains of interest in this work satisfy the following

conditions:

1. state evolves in discrete steps

2. states are defined by a set of boolean statements called fluents

3. the effects of events are instantaneous (i.e., there are no time-delayed effects)

4. the effects of events are deterministic

5. all fluents are observable, that is to say there is no uncertainty in the values of fluents

These conditions reduce the complexity of the presentation and allow the reader to focus on the

core contributions of the work, but our study leads us to speculate that likely none is essential to

the validity of the study. In fact, we believe that most can be relaxed in future studies by adopting

existing approaches from the literature. For instance, boolean statements could be replaced by

numerical values as in C+[22], actions and events with duration could be dealt with by introducing

processes [23, 24], non-determinism could be introduced in a way similar to [25, 26], and dealing

with non-observable fluents could reflect the contributions of [27].
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2.2 Reasoning about Actions and Change

Reasoning about Actions and Change is concerned with representing the properties of actions [28].

Research in this field studies reasoning over domain knowledge and, specifically, about the di-

rect and indirect effects of actions, and has uncovered a variety of interesting representation and

reasoning problems [29–34]. In our work, we aim to leverage mentions of observed events and do-

main knowledge to determine a detailed picture of a scenario over time. Here we provide a more

technical discussion of RAC and action language AL.

Action languages [35] are formalisms used to describe the effects of actions, or events1, in a

domain. In these languages, the domain is represented by a transition diagram, e.g. a directed

graph with nodes corresponding to the states of the domain and arcs corresponding to transitions

between states. Arcs are labeled by events, according to the intuition that transitions between states

are initiated by the occurrence of events.

Action languages are good candidates for the high-level specification of domain models as their

relative simplicity and clear intuitive reading of the statements usually allow the designer to have

reasonable confidence in the correctness of their domain specifications. For the representation of

domains and their evolution over time, in this work we rely on the action languageAL [18], whose

syntax and semantics we present next.

2.2.1 Syntax of AL

The language AL builds upon an alphabet consisting of a set F of fluents and a set E of elementary

events. Fluents are boolean properties of the domain, whose truth value may change over time. A

(fluent) literal is a fluent f or its negation ¬f . Additionally, we define the complement f = ¬f and

¬f = f . A single elementary event is denoted by its element e of E . A compound event is a set of

elementary events ε = {e1, . . . , en}. A state σ is a set of literals, the properties of which we present

later in this discussion. If f ∈ σ, we say that f holds in σ. A signature is a tuple Φ = 〈F , E〉, whose

components are defined above. Given a signature, the laws of AL are as follows. A statement of

1For convenience and compatibility with the terminology from RAC, in this paper we use action and event as synonyms.

CHAPTER 2: BACKGROUND 2.2 REASONING ABOUT ACTIONS AND CHANGE
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the form

d : e causes l0 if l1, . . . , ln (2.1)

is called a dynamic (causal) law, where d is a constant used to name the law. Intuitively, a law d of

form (2.1) says that if elementary event e occurs in a state where literals l1, . . . , ln hold, then literal

l0 will hold in the next state. Note that the name of the law is not used to define the semantics of the

language, and will thus be omitted to simplify the presentation when possible2. Next, a statement

s : l0 if l1, . . . , ln (2.2)

is called a state constraint, where s is the name of the law, and says that in any state in which

literals l1, . . . , ln hold, l0 also holds. We say that l0 is the consequence of the law s and we often

refer to the consequence of a state constraint s as consq(s). It will be useful later to refer to the

set of literals {l1, . . . , ln} as prec(s). A statement of form (2.2) allows for an elegant and concise

representation of indirect effects, or ramifications, of events which enhances the expressive power of

the language. Finally, a statement of the form

ι : e impossible if l1, . . . , ln (2.3)

is called an executability condition, where ι is the name of the law, and states that an elementary

event e cannot occur when l1, . . . , ln hold. A set of statements of AL is called an action description.

2.2.2 Semantics of AL

A set S of literals is closed under a state constraint (2.2) if {l1, . . . , ln} 6⊆ S or l0 ∈ S. Set S is consistent

if, for every f ∈ F , at most one of {f,¬f} is in S. It is complete if at least one of {f,¬f} is in S. A

state σ of an action description AD is a complete and consistent set of fluent literals closed under

the state constraints of AD.
2In the chapter on the encoding of AL to ASP, we will assume that a name has been specified for each law.

CHAPTER 2: BACKGROUND 2.2 REASONING ABOUT ACTIONS AND CHANGE
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Given an elementary event e and a state σ, the set of (direct) effects of e in σ, denoted by E(e, σ),

is the set that contains a literal l0 for every dynamic law (2.1) such that {l1, . . . , ln} ⊆ σ. Given a

compound event ε = {e1, . . . , en}, the set of direct effects of ε in σ is denoted byE(ε, σ) = E(e1, σ)∪

. . .∪E(en, σ). Given a set S of literals and a set Z of state constraints, the set CnZ(S) of consequences

of S under Z is the smallest set of literals that contains S and is closed under every state constraint

in Z. Finally, an event e is non-executable in a state σ if there exists an executability condition (2.3)

such that {l1, . . . , ln} ⊆ σ. Otherwise, the event is executable3 in σ.

The semantics of an AL action description AD is defined by its transition diagram τ(AD), a

directed graph 〈N,A〉 such that N is the collection of all states of AD, A is the set of all triples

〈σ, ε, σ′〉 where σ, σ′ are states, ε is an event executable in σ, and σ′ satisfies the successor state

equation:

σ′ = CnZ(E(ε, σ) ∪ (σ ∩ σ′)) (2.4)

where Z is the set of all state constraints of AD. The argument of CnZ in (2.4) is the union of the

set of direct effects E(e, σ) for all e ∈ ε with the set σ ∩ σ′ of the literals preserved by inertia. The

application of CnZ adds the indirect effects to this union. A triple 〈σ, ε, σ′〉 ∈ E is called a transition

of τ(AD) and σ′ is a successor state of σ (under ε). A sequence 〈σ1, ε1, σ2, . . . , εk, σk+1〉 is a path of

τ(AD) of length k if every 〈σi, εi, σi+1〉, 1 ≤ i ≤ k, is a transition in τ(AD). We denote the initial

state of a path ρ by σ1. We say that states σi and σi′ are sequential if i′ = i+ 1.

An action description AD has emergent non-deterministic behavior if, for some ε and σ there exist

multiple σ′ such that (2.4) is satisfied[36]. In this dissertation, we focus on action descriptions

without emergent non-deterministic behavior4.

The definition of τ(AD) is based upon [37] and is the product of an intensive investigation into

the nature of causality (see also [34, 38]). Arriving at this definition required a deep understanding

of the nature of causal effects of actions in the presence of complex interrelations between fluents.

An additional level of complexity is introduced by the need to specify what is not changed by

3Note that an event may occur without having an effect on the state of the world, commonly referred to in the literature
as a NOP action.

4Action description {q if ¬r, p; r if ¬q, p; a causes p} has an emergent non-deterministic behavior.
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actions, a well-known challenge in AI called the frame problem. The challenge is often reduced to the

problem of finding a concise and accurate representation of the inertia axiom – a default which says

that things normally stay as they are [39]. The search for such a representation substantially influenced

AI research during the last twenty years. An interesting account of history of this research together

with some possible solutions can be found in [40].

2.3 Answer Set Programming

Answer Set Programming [41, 42] is a form of declarative programming that is useful in knowledge

intensive applications. In the ASP methodology, problem-solving tasks are reduced to computing

answer sets of suitable logic programs. As demonstrated by a substantial body of literature (see, e.g.,

[43] for the most closely related of these works), AL lends itself quite naturally to an automated

translation to Answer Set Programming [41, 42], using which, reasoning tasks of considerable com-

plexity can be specified and executed (see, e.g., [44–46]). As such, ASP is well suited to the task

of computing actual causes and is our choice of language for the implementation of the AL frame-

work presented in Chapter (Framework).

2.3.1 Syntax of ASP

The syntax of ASP is determined by a signature Σ consisting of types, typed object constants, as

well as typed function and predicate constants. We will assume that the signature contains symbols

for integers and for the standard relations of arithmetic. Terms are built as in typed first-order

languages.

Atoms are expressions of the form p(t1, . . . , tn), where p is a predicate symbol of arity n and

t’s are terms of suitable types. Literals are atoms or negated atoms of the form ¬p(t1, . . . , tn). The

symbol ¬ is called classical or strong negation. In our further discussion we often write p(t1, . . . , tn)

as p(t). Literals of the form p(t) and ¬p(t) are called complementary. By l we denote a literal

complementary to l. Literals and terms not containing variables are called ground.

For convenient representation of cardinality, we additionally use aggregate literals from ASP-

CHAPTER 2: BACKGROUND 2.3 ANSWER SET PROGRAMMING
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Core-2 [47]. The syntax of an aggregate element are as follows

t1, . . . , tm : l1, . . . , ln

where t1, . . . , tm are terms l1, . . . , ln are literals of form l or not l for m ≥ 0 and n ≥ 0. An aggregate

atom has the form:

#count{e1; . . . ; en} = u

where e1; . . . ; en are aggregate elements for n ≥ 0 and #count is an aggregate function name5. Given

an aggregate atom a, the expressions a and not a are aggregate literals.

A rule in ASP is a statement of the form:

h← l1, . . . , lm, not lm+1, . . . , not ln (2.5)

where n ≥ 1, h (the head) and li’s (the body) are literals and aggregate literals, and not is the so-

called default negation. Intuitively, the meaning of default negation is the following: “if you believe

{l1, . . . , lm} and have no reason to believe {lm+1, . . . , ln}, then you must believe h”. For a given

rule r, we refer to the head h as head(r), the set {l1, . . . , lm} as pos(r), and the set {l1, . . . , lm}

as neg(r). An ASP rule with an empty body is called a fact. In writing facts, the ← connective

is dropped. Rules of the form ⊥ ← l1, . . . ,not ln are abbreviated ← l1, . . . ,not ln, and called

constraints, intuitively meaning that {l1, . . . ,not ln} must not be satisfied. A rule with variables

(denoted by an uppercase initial) is interpreted as a shorthand for the set of rules obtained by

replacing the variables with all possible variable-free terms.

A pair 〈Σ,Π〉where Σ is a signature and Π is a collection of rules over Σ is called a logic program,

or simply program. We often denote such a pair by its second element Π, and the corresponding

signature is in turn denoted by Σ(Π). The sets of all ground terms, atoms, and literals over Σ are

5See [47] for a full listing of aggregate function names and their semantics.
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denoted by terms(Σ), atoms(Σ), and lit(Σ), respectively. Consistent sets of ground literals over

signature Σ, containing all arithmetic literals which are true under the standard interpretation of

their symbols, are called states of Σ and are denoted by states(Σ).We say that a literal l ∈ lit(Σ)

is true in a state X of Σ if l ∈ X and that l is false in X if l ∈ X . The satisfaction of a aggregate

literal is based on the evaluation of the literal w.r.t the literal’s aggregate function. The approach

is described in [47], and we present the semantics of the aggregate function #count in the next

section.

Grounding a program Π refers to applying to each rule r ∈ Π all possible substitutions from the

variables in r to the set of constants in of signature Σ. For grounding to be possible, all rules of the

program should be safe, that is to say that all variables that appear in a rule r must be a member

of pos(r). Rules that do not satisfy this condition are unsafe. The satisfaction of aggregate literals is

determined by this mapping and is described in detail in[47]. A ground instantiation of a program

Π is denoted by ground(Π). The terms, atoms, and literals of a program Π are denoted respectively

by terms(Π), atoms(Π), and literals(Π).

2.3.2 Semantics of ASP

The answer set semantics of a logic program Π assigns Π to a collection of answer sets– consistent

sets of ground literals over signature Σ(Π). Answer sets correspond to beliefs which can be built by

a rational reasoner on the basis of the rules of Π. In the construction of these beliefs, the reasoner

aims to satisfy the rules of Π, understood as constraints of the form “if you believe in the body of

the rule, you must also believe in the head”. Finally, they should adhere to the rationality principle

which says that one shall not believe anything they are not forced to believe.

An aggregate function is a mapping from sets of tuples of terms to terms. The aggregate function

associated with the #count function name maps a set T of tuples of ground terms to a ground term

as follows:

#count(T ) = |T | (2.6)

CHAPTER 2: BACKGROUND 2.3 ANSWER SET PROGRAMMING
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Answer sets are defined for programs whose rules do not contain default negation, also referred

to as not-free programs. Let Π be a not-free program and let X be a consistent set of literals. We say

that X is closed under Π if for every rule head← body of Π, head is true in X whenever body is true

in X . For a constraint, this condition means that body is not contained in X .

Definition 1. (Answer set of a not-free program). A consistent set of literals, X , is an answer set of a

program Π not containing default negation if X is closed under all rules of Π and X is set-theoretically

minimal among the sets satisfying the first property.

It can be shown that a program without default negation can have at most one answer set. Ex-

tending the definition to an arbitrary program Π (which may contain default negation), computing

the answer sets of Π is reduced to the computation of answer sets of programs without default

negation. We say that the reduct ΠX of Π relative to X is the set of rules l0 ← l1, . . . , lm for all rules

of form (2.5) in Π such that lm+1, . . . , ln 6∈ X . Formally,

Definition 2. (Reduct of an arbitrary program). Let Π be an ASP program. For any set X of literals, let

ΠX be the program obtained from Π by removing:

• each rule r ∈ Π such that neg(r) ∩X 6= ∅

• all expressions of the form not l in the bodies of the remaining rules.

It is easy to see that ΠX is a not-free program. We can now define the notion of answer set of an

arbitrary program.

Definition 3. (Answer set of a basic ASP program). A consistent set of literals, X , is an answer set of a

basic ASP program Π if it is an answer set of ΠX .

2.3.3 Properties of Answer Sets

The following properties of answer sets will be useful in Chapter 5.

Proposition 1. (Supportedness.) Given an answer set X of Π, for every literal a ∈ X there is some rule r

from ground(Π) whose body is satisfied in X and whose head contains a.
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It is easy to see that this is trivially true for facts of X . A related property of answer sets is that

of closedness, which guarantees that whenever the body of a rule r is satisfied in X , then the head of

r is a member of A. With the background of the work established, we proceed to the presentation

of the main contribution of the dissertation.

CHAPTER 2: BACKGROUND 2.3 ANSWER SET PROGRAMMING
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Chapter 3: Theoretical Framework

In this section, we present the causal reasoning framework alongside a novel example that show-

cases the ability of the framework to reason about the direct and indirect causal influence of events

over literals, originally presented in [48]. We will then present and discuss two counterexamples

to our original definition of indirect cause. Following that, we will present an improved definition

and show that it is able to solve the counterexamples. Finally, we will discuss some technical and

conceptual advantages of the improved definition of indirect cause over the original definition.

Given a consistent set of literals θ representing an outcome of interest, an action description AD

describing the effects of events in a dynamic domain, and a path ρ in τ(AD) corresponding to a

scenario of interest, we construct a problem ψ = 〈θ, ρ,AD〉. The framework can be used to reason

over the elements of a problem ψ to identify events that are responsible for causing the literals of θ

to hold simultaneously in a state of ρ. We now present the details of the running example.

3.1 Running Example

Let ψE = 〈θE , ρE , ADE〉 be a problem representing the running example. The outcome of interest

in our example is θE = {A,B,C,D,E, F}. The following action description ADE characterizes

elementary events in the example domain:

e1 causes A if ¬A

e2 causes A if ¬A

e3 causes C if ¬C

e4 causes E if ¬E

e5 causes F if ¬F

(3.1)

(3.2)

(3.3)

(3.4)

(3.5)
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e5 causes C if ¬C

B if C

D if E,F

(3.6)

(3.7)

(3.8)

The dynamic law (3.1) states that e1 will cause A to hold if it does not already hold when the

event occurs. Similarly, laws (3.2) through (3.6) describe the direct effects of events e2, e3, e4, and

e5. The state constraint (3.7) tells us that B holds whenever C holds, and the state constraint (3.8)

tells us that D holds whenever both E and F hold. Note that although there are no executability

conditions in this action description, it is straightforward to use them to model the events in ADE

in greater detail.

Table 3.1: Tabular representation of path ρE ∈ τ(ADE).

State Event
σ1 = {¬A,¬B,¬C,¬D,¬E,¬F} ε1 = {e1, e2}
σ2 = {A,¬B,¬C,¬D,¬E,¬F} ε2 = {e3}
σ3 = {A,B,C,¬D,¬E,¬F} ε3 = {e4, e5}
σ4 = {A, B, C, D, E, F} –

The dynamics of the scenario are given by path ρ ∈ τ(ADE). Path ρ consists of three compound

events, ε1 = {e1, e2}, ε2 = {e3}, and ε3 = {e4, e5}. Table 3.1 shows the evolution of state in ρE in

response to these events. The first column lists each state of ρE , and the second column gives the

event αi that caused a transition to the subsequent state. The outcome θE is not satisfied in the

first three states of the path, however, the events of ρE have somehow caused the outcome to be

satisfied in state σ4.

By examining the laws of ADE together with the states and transitions of ρE , the reader can

reason about which event(s) directly and (or) indirectly caused every literal in θE to hold by state

σ4. In the first transition, for instance, we see that events e1 and e2 overdetermining direct causes of

A holding in state σ2 according to laws (3.1) and (3.2), respectively. Next, event e3 directly causes

C to hold in state σ3 according to law (3.3). In the same transition, e3 indirectly causes B because

of laws (3.3) and (3.7). Here, the direct effect of e3 occurring in σ2 was needed to satisfy the state

CHAPTER 3: THEORETICAL FRAMEWORK 3.1 RUNNING EXAMPLE
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Table 3.2: Explanation of how each literal of θE was caused in path ρE .

Literal Compound Event Direct Cause Indirect Cause Laws

A ε1 = {e1, e2}
e1 – (3.1)
e2 – (3.2)

B
ε2 = {e3}

– e3 (3.3),(3.7)
C e3 – (3.3)
D

ε3 = {e4, e5}
– e4, e5 (3.4),(3.5),(3.8)

E e4 – (3.4)
F e5 – (3.5)

constraint (3.7), which in turn caused B to hold. In the final transition, e4 and e5 directly cause E

and F , respectively, as per (3.4) and (3.5). Finally, the co-occurrence of e4 and e5 in this transition

indirectly causes D in accordance with laws (3.4), (3.5), and (3.8). This is a case of contributory

cause in which the direct effects of e4 an e5 were both required to satisfy the preconditions of the

state constraint (3.8), which results in D holding in state σ4. Moreover, notice that if e3 had not

occurred in σ2, then e5 would have caused C to hold by law (3.6). However, we do not identify e5

as a cause because it was preempted by e3.

Table 3.2 summarizes the results of our reasoning over the problem. Each row of the table (or

sets of rows in cases of overdetermination) characterizes the causation of each literal l ∈ θE by

row. The first column lists the literal l in θE that is being explained. The second, third, and fourth

columns tell us which event(s) caused l to hold, either directly or indirectly. As a reference for the

reader, the final column specifies the laws of ADE that are relevant to the causation of each l.

In this example, we needed only to reason over the laws of ADE and the path ρE , to produce

a fine-grained causal explanation about the direct and indirect causation of the literals of θE . We

were also able to accurately identify causation in cases of overdetermination, contributory cause,

and preemption. The goal of the theoretical framework is to mathematically characterize the type

of reasoning process that we used to mentally solve this running example.

CHAPTER 3: THEORETICAL FRAMEWORK 3.1 RUNNING EXAMPLE
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3.2 Framework Definitions

Here we present the definitions of the framework, and use them to characterize direct and indirect

causation of every literal in θE in path ρE for our example, as in Table 3.2.

3.2.1 Transition States and Causing Compound Events

The first step in explaining how an outcome θ came to be in path ρ is to identify a transition state of

the outcome in ρ. A transition state tells us when the outcome of interest appears in the path.

Definition 4. Given a problem ψ = 〈θ, ρ, AD〉, a state σj in ρ is a transition state of θ if θ 6⊆ σj−1 and

θ ⊆ σj .

The state σj is a transition state of θ if the outcome is satisfied in σj but not in the immediately

previous state σj−1. It is easy to see that if 4 is satisfied for some σj in ρ, then by the successor state

equation 2.4 it must be the case that one or more elementary events in εj−1 has caused at least one

of θ’s literals to hold by σj . Note that there may be multiple transition states for an outcome θ in a

given path ρ.

In our running example, σ4 is the only transition state of θE because it is only state of ρE in

which the literals A, B, C, D, E and F hold simultaneously. It is easy to verify that θE 6⊆ σ3 and

θE ⊆ σ4 in ρE using Table 3.1.

Given a transition state σj and a literal l in outcome θ, we can identify the most recent compound

event to σj in ρ to result in l. In other words, we want to find a causing compound event εi that resulted

in the most recent transition state of the singleton {l}with respect to θ’s transition state σj . We first

provide a preliminary definition for a possibly causing compound event.

Definition 5. Given a problem ψ = 〈θ, ρ, AD〉, a transition state σj of θ in ρ, and a literal l ∈ θ, εi is a

possibly causing compound event of l for σj if the state σi+1 in ρ is a transition state of {l} in ρ and

i < j.

Now we may define causing compound events.
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Definition 6. Given a problem ψ = 〈θ, ρ, AD〉, a transition state σj of θ in ρ, a literal l ∈ θ, and a possibly

causing compound event εi of l for σj , εi is a causing compound event of l for σj if there is no other

possibly causing compound event εi′ for l in σj such that i < i′.

It is easy to see that if there is no causing compound event of l ∈ θ for a transition state σj , then

l must have held in the initial state of ρ and was never changed by a subsequent event prior to σj .

It is straightforward to verify using Table 3.1 that ε1 is a causing compound event of A, ε2 is a

causing compound event of B and C, and ε3 is a causing compound event of D, E, and F . In all

cases, Definition 6 is satisfied because σ2 is a transition state ofA, σ3 is a transition state ofB and C,

and σ4 is a transition state of D, E, and F and there are no other transition states for any literal in

l ∈ θE . Therefore, there cannot be a more recent causing compound event of for any such l holding

in transition state σ4 of θE .

3.2.2 Direct Cause

Once we know that εi is a causing compound event for l in σi, we can “look inside” of εi to identify

direct and/or indirect causes of l.

Definition 7. Given a problem ψ = 〈θ, ρ, AD〉, a transition state σj of θ in ρ, a literal l ∈ θ, and a causing

compound event εi of l, the elementary event e ∈ εi is a direct cause of l for σj if l ∈ E(e, σi).

If l is in the set of direct effects of e occurring in state σj , then e’s occurrence was sufficient to

directly cause l. Note that direct cause is defined in such a way that multiple events can be direct

causes simultaneously as long as l is in the corresponding sets of direct effects. For example, we

already know that ε1 is a causing compound event of A holding in σ4 in the example. Definition

7 tells us that e1 ∈ ε1 is a direct cause of A for σj . This is because A is in the set E(e1, σ1) due to

the dynamic law (3.1) of ADE . It can be similarly verified that e2 ∈ ε1 is also a direct cause of A

because the literal is in E(e2, σ1). We can also verify that e3 ∈ ε2 is an direct cause of C, and finally

e4 ∈ ε3 and e5 ∈ ε3 are direct causes of E and F , respectively.
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3.2.3 Simple Notion of Indirect Cause

In [48], an indirect cause of a literal l is a subset of elementary events in ε ⊆ εi that have indirectly

caused the literal 1.

Definition 8. Given a problem ψ = 〈θ, ρ,AD〉, a transition state σj of θ in ρ, a literal l ∈ σj , and a causing

compound event εi of l, the compound event ε ⊆ εi is an indirect cause of l for σj if it is a smallest subset of

εi such that the following conditions are satisfied:

1. l 6∈ E(ε, σi)

2. There exists a transition t = 〈σi, ε, σ′i+1〉 in τ(AD) such that σ′i+1 is a transition state of {l} in t

Note that condition 1 requires that l is not a direct effect of ε. Condition 2 checks that if ε were

to hypothetically occur by itself in state σi, then l would hold in the resulting state. Finally, we

require that ε is a smallest subset of εi because we want to rule out any subsets including extraneous

elementary events. For example, if ε contains three events and only two are capable of causing l,

then there would certainly be a transition t = 〈σi, ε, σ′i+1〉 as required by condition 2, but we want

ε to contain only event(s) that have indirectly caused l.

In our example, {e3} ⊆ ε2 is an indirect cause of B for σ4 because ε2 is a causing compound

event of B and 〈σ2, B is not in the set E({e3}, σ2), and finally 〈{e3}, σ′〉 is a valid transition where

σ′ is a transition state of {B} as per laws (3.3) and (3.7). It can be similarly verified that {e4, e5} is

an indirect cause of D for σ4.

Problems with the Hypothetical Reasoning Approach

Although we have found that Definition 8 can be used to solve some traditionally challenging

examples from the literature [48], the following counterexample points out a fundamental problem

with the approach to verifying indirect cause using Definition 8. Consider the following action

1In AL, it is possible that a set of literals must hold simultaneously in order for l to be caused (e.g. see Law (3.8) in ADE ).
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description:

e1 causes d1 (3.9)

e2 causes d2 (3.10)

l if d1 (3.11)

l if d2,¬d1 (3.12)

Consider now a path ρ with a single transition 〈σ, ε, σ′〉 in which ¬d1, ¬d2, and ¬l hold in the

initial state, and ε = {e1, e2}. The occurrence of ε causes d1, d2, and l to hold in σ′. It is straight-

forward to verify that that e1 is a direct cause of d1 in σ′ as per law (3.9), and similarly that e2 is a

direct cause of d2 via law (3.10). Using Definition 8, we find that {e1} and {e2} are overdetermining

indirect causes of l for σ1. In the case of {e1}, this is intuitive because d1 was caused to hold by e1

and l is a ramification of this event by law (3.9). However, identifying {e2} as an indirect cause is

not in line with intuition because d1 holds in σ′ in the actual scenario, so {e2} does not appear to

have had influence on l. Indeed, if e2 were to occur by itself in σ, it would indirectly cause l to hold

because the preconditions of law (3.12) would be satisfied, but e1’s membership in ε caused d1 to

hold in σ′ and so (3.12) does not actually “apply” in σ′. This leads us to the conclusion that Def-

inition 8 incorrectly identifies events as indirect causes when the preemption of the events effects

occurs over a single transition. We refer to such a case as single-transition preemption.

An additional problem identified by our analysis of Definition 8 is the condition that ε be the

smallest subset of εi satisfying conditions 1 and 2. Consider the following action description:

e1 causes d1 (3.13)

e1 causes d2 (3.14)

e2 causes d3 (3.15)

l if d1 (3.16)

l if d2, d3 (3.17)
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Consider now a path ρ with a single transition 〈σ, ε, σ′〉 in which ¬d1 and ¬d2 hold in the initial

state, and ε = {e1, e2}. The occurrence of ε causes d1 and d2 to hold in σ′. It is straightforward to

verify that that e1 is a direct cause of d1 in σ′ as per law (3.9), and similarly that e2 is a direct cause

of d2 via law (3.10). In this case, Definition 8 would identify {e1} as an indirect cause, but would

miss the intuitive answer that {e1, e2} is an overdetermining indirect cause with {e1} due to rules

(3.14), (3.15), and (3.17). We can conclude that the smallest subset condition is too restrictive and

causes the definition to miss intuitive cases of indirect causation. We refer to such a case as larger

subset overdetermination.

In addition to producing non-intuitive results in these cases, these examples bring to light the

fact that the hypothetical reasoning step is not philosophically in line with reasoning about what

actually happened. Therefore, we have developed a new definition of indirect cause that links the

direct effects of events to the indirect causation of a literal l via the state constraints of the action

description.

3.2.4 Improved Definition of Indirect Cause

The improved definition of indirect cause requires some preliminary notions. First, a link γ is a set of

state constraints. The set of all consequences in γ is denoted byC(γ) and the set of all preconditions

is P (γ). The set of all consequences of a set of links is denoted by C({γ1, . . . , γn}) = C(γ1) ∪ . . . ∪

C(γk). Similarly, the set of all preconditions of a set of links is P ({γ1, . . . , γn}) = P (γ1)∪ . . .∪P (γk).

Given a transition t = 〈σi, εi, σi′〉, the set of preserved preconditions of a state constraint s for

σ′i is given by I(s, σi) = (σi′ ∩ σi) ∩ prec(s). In other words, these are the preconditions of state

constraint s that were preserved by inertia in the transition, rather than being caused as a direct

effect or ramification of εi. The set of s’s directly caused preconditions by ε ⊆ εi for σi is the set

M(s, ε, σ′i) = E(ε, σi) ∩ prec(s) \ σi. This condition reflects our position that a literal l that was

preserved by inertia from σi to σ′i should not be considered to have been caused by any subset of εi

even if l is in the set of direct effects E(εi, σi).

A static chain is a sequence of links that connects the direct effects of one or more elementary

events in a causing compound event εi of l to the indirect causation of l in transition state σ′i of {l}
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by way of the state constraints of AD.

Definition 9. Given a problem ψ = 〈θ, ρ, AD〉, a compound event ε ⊆ εi in ρ, sequential states σi and σi′

in ρ, and a literal l ∈ σi′ , a static chain χ(ε, l, σi′) = 〈γ1, . . . , γn〉 is a sequence of non-empty links where

l is only in the consequences of the final link γn, and such that the links of χ(ε, l, σi′) satisfy the following

conditions:

1. γ1 is the set of all state constraints s such that prec(s) ⊆ σi′ , and there exists a non-empty set

M ⊆M(s, ε, σi′) such that prec(s) = M ∪ I(s, σi′).

2. if l 6∈ C(γg−1) for every 1 < g ≤ n, γg is the set of state constraints s such that:

(a) prec(s) ⊆ σi′ , and

(b) prec(s) = C(γg−1) ∪ C({γ1, . . . , γg−2}) ∪M ′ ∪ I(s, σi′),

where C(γg−1) is a non-empty set and M ′ ⊆M(s, ε, σi′).

Condition 1 states that the first link of a causal chain contains only those state constraints whose

preconditions became satisfied as a result of the direct effects of ε. Condition 2 says that any state

constraint in link γg must be “connected” to the immediately previous link γg−1 by at least one

member of γg−1’s consequences. Moreover, l may not have already been caused as a consequence

of γg−1. This requirement along with the requirement that l is only a consequence of the final link

γn allows us to define when a static chain “terminates”.

We can identify a number of interesting properties for static chains.

Proposition 2. Given a problem ψ = 〈θ, ρ, AD〉, a compound event εi, a literal l ∈ θ, and sequential states

σi and σi′ , there is exactly one static chain χ(ε, l, σi′) for a compound event ε ∈ εi.

This can be easily verified by considering the fact there are no non-deterministic effects of ac-

tions in AL, and therefore the direct effects of ε can be linked to l in exactly one way. Therefore,

when we identify a static chain χ(ε, l, σi′), we can be assured that there are no additional chains

χ′(ε, l, σi′) that would explain the indirect causation of l in σi′ . Another interesting property is that

a static chain contains at least one link. Formally,
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Proposition 3. Given a problem ψ = 〈θ, ρ,AD〉, a compound event εi in ρ, a literal l ∈ θ, and a static

chain χ(ε, l, σ′i) = 〈γ1, . . . , γn〉 for some ε ∈ εi, n ≥ 1.

It is clear from the definition of a static chain that χ(ε, l, σ′i) has at least one link. Finally, it can be

verified that the length of a static chain is finite when the number of state constraints in the action

description is finite. Formally,

Proposition 4. Given a problem ψ = 〈θ, ρ, AD〉, a compound event εi in ρ, a literal l ∈ θ, and a static chain

χ(ε, l, σ′i) = 〈γ1, . . . , γn〉 for some ε ∈ εi, the maximum length of χ(ε, l, σ′i) is equivalent to the number of

state constraints in AD.

The following proposition will be useful in our proof of correctness of the implementation in

Chapter 5.

Proposition 5. Given a static chain χ(ε, l, σi) = 〈γ1, . . . , γn〉 and a state constraint s:

• if s ∈ γ1, then |prec(s)| = |M |+ |(s, σi′)|

• if s ∈ γg , g < 1 ≤ n, andC({γ1, . . . , γg−2})∩C(γg−1) = ∅, then |prec(s)| = |C({γ1, . . . , γg−2})|+

|γg−1|+ |M ′|+ |I(s, σi′)|

Now we may leverage the definition of static chain to identify when a proper subset ε ⊆ εi is an

indirect cause of l for state σ′i.

Definition 10. Given a problem ψ = 〈θ, ρ,AD〉, a literal l ∈ θ, a transition state σj of θ in ρ, sequential

states σi and σi′ in ρ, and a causing compound event εi of l for σj , ε ⊆ εi is an indirect cause of l in σj if

the following conditions hold:

1. There exists a static chain χ(ε, l, σi′) = 〈γ1, . . . , γn〉.

2. There exists no event in e ⊆ ε such that E(e, σi) ∩ P ({γ1, . . . , γn}) = ∅ for χ(ε, l, σi′).

Condition 1 requires that there is a static chain linking the direct effects of ε to l in σi by way of

the state constraints of AD. Condition 2 states that there is no elementary event in ε′ whose direct

effects do not contribute to the satisfaction of any state constraint in any γi of the static chain under
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consideration. This allows us to exclude extraneous events from our definition of indirect cause.

Note that it is impossible for an empty set to be an indirect cause of l in σi due to Condition 1 of the

definition of a static chain stating that M is a non-empty set.

Now, we will return to the running example and use Definitions 9 and 10 to once again identify

{e3} as an indirect cause of B and {e4, e5} as an indirect cause of D. First, there exists a static

chain χ({e3}, B, σ3) = 〈γ1〉 linking the direct effects of {e3} to B for state σ3. Let s represent law

(3.7). In this case condition 1 of Definition 9 is satisfied for s because prec(s) ⊆ σ3 and prec(s) =

M(s, {e3}, σ3)∪I(s, σ3) whereM(s, {e3}, σ3) = {C} by law (3.3) and I(s, σ3) = ∅. Therefore, s ∈ γ1.

Because s ∈ γ1 and consq(s) = B, the literal B is clearly in C(γ1). By condition 2, there can be no

link beyond γ1 and Definition 9 is satisfied. Finally, because there are no extraneous events in {e3},

this event is an indirect cause of B for σ4 by condition 2 of Definition 10. It can be similarly verified

that there is a chain χ({e4, e5}, B, σ3) = 〈γ1〉 where γ1 contains state constraint (3.8), and moreover

that {e4, e5} is an indirect cause of D for σ4 because there are no extraneous events in {e4, e5} as

per laws (3.4), (3.5), and (3.8).

Single-Transition Preemption Revisited

Consider again the first counterexample to Definition 8 from Section 3.2.3. In this case, we previ-

ously incorrectly identified e2 as an indirect cause of l. Let s represent law (3.11). Using Definition

9 for static chains, it can be verified that there is a static chain χ({e1}, l, σ′) = 〈γ1〉 such that s ∈ γ1.

Here, s satisfies condition 1 of Definition 9 because its only precondition d1 holds in σ′ and d1 is

also a direct effect of {e1}. The definition of static chain is satisfied because l is a member of the set

of consequences of γ1. Because there is clearly no extraneous event in {e1}, {e1} is an indirect cause

of l for σ′. There is no chain χ({e2}, l, σ′) because the direct effect d2 of e2 in σ1 is not a precondition

of any law whose full set of preconditions hold in σ2. Therefore {e2} is not an indirect cause of l for

σ′.
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Larger Subset Overdetermination Revisited

Consider now the second counterexample to Definition 8 from Section 3.2.3. Here, we previously

missed an intuitive indirect cause due to the smallest subset requirement of the original definition

of indirect cause. Using Definition 9, it is straightforward to verify that there are static chains

linking both {e1} and {e1, e2} to d1 in σ′. Let s represent the state constraint (3.16). Static chain

χ({e1}, d1, σ′) contains a link γ1 = {s} because s’s precondition d1 holds in σ′ and is a direct effect

of e1 occurring in σ1. Now let s′ represent law 3.17. The static chain χ({e1, e2}, d1, σ′) contains a

link γ1 = {s} because the set of preconditions prec(s′) ∈ σ′ and both literals were caused directly

by {e1, e2} (i.e., d2 ∈ E(e1, σ) and d3 ∈ E(e2, σ)). It is easy to see that there are no extraneous events

in either chain, and so {e1} and {e1, e2} are overdermining indirect causes of l for σ′.

3.3 Discussion

There are several technical and conceptual advantages of the improved definition of indirect cause

over the original. The most attractive advantage is the information contained in static chains. Not

only is a static chain a useful tool for identifying when a literal has been caused as a ramification

of a compound event, but the chain itself also tells the story of exactly how the literal is linked to

the direct effects of the event. This puts us at a clear explanatory advantage over approaches that

define actual causation in terms of dependence because even if they reach the same conclusions as

us about the cause of some outcome of interest, they are unable to explain how the outcome was

influenced – only that it was influenced.

Another advantage of Definition 10 is that we have been able to lift the restriction enforced by

condition 1 of Definition 8 that an event cannot be both a direct and indirect cause. It is easy to

imagine a situation in which this is possible, for example:

e1 causes d1 (3.18)

e1 causes d2 (3.19)

d1 if d2 (3.20)
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Consider that ¬d1 and ¬d2 both hold in σi and that εi = {e1}. In this case, d1 is a direct effect of

e1 because d1 ∈ E(e1, σi) as per law (3.18). However, the subset {e1} is also an indirect cause of d1.

Due to law (3.19), there is a static chain χ({e1}, d1, σ′) = 〈γ1〉 such that the state constraint (3.20) is

the only member of γ1, and there are no extraneous events in χ({e1}, d1, σ′). Because there are no

extraneous events, {e1} is an indirect cause of d1 for σ′. The original definition can only be used to

identify e1 as a direct cause of d1, and will miss its indirect causation of d1.

Definition 10 also has an important conceptual advantage over the original, which is that it

requires reasoning strictly over what has actually happened, rather then checking to see if there is a

possible world in which ε can cause a literal to hold in some state σi′ . By only considering the state

constraints whose preconditions are satisfied in a state σi′ , we automatically rule out any events

whose effects were blocked in the transition, as earlier demonstrated.

There are a number of important insights about this approach to be gained from the presen-

tation. The first is that the representation of scenarios as the evolution of state using brings with

it natural solutions to situations that are traditionally challenging to counterfactual reasoning ap-

proaches, as we have shown. Another is that scenarios as paths are intuitive and iconic - that is to

say, paths more closely reflect how we mentally represent scenarios as events causing changes to to

the state of the world as opposed to a set or sequence of events. Finally, having the ability to reason

over the semantics ofAL, the elements of a path, and the causal knowledge contained in the action

descriptionAD frees us from reasoning about possible worlds by giving us the information we need

to reason about the actual world. We address these advantages in greater detail in Chapter 7.

In the next chapter, we test the framework on a number of examples from the literature, as well

as a novel example inspired by the self-driving car example introduced in Chapter 1.
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Chapter 4: Examples

In this chapter, we test the framework on a number of examples from the literature, as well as

a novel example concerning a crash scenario in the context of a self-driving car. By testing the

framework on the literature examples, we intend to demonstrate that our framework is able to

match or exceed the intuition gained using a counterfactual dependence as a condition for cause.

In proposing the self-driving car example, we aim to demonstrate, albeit at a high level, that it is

possible to reason about independently operating components in a theoretical distributed system.

4.1 Scenario Paths

We represent the elements of each example using an example tuple Ψ = 〈θ, v, AD〉, where θ is an

outcome of interest, v is a sequence of compound events representing the events of the example,

and AD is an action description of the example’s domain. In order to ensure that our approach

is starting with the same ingredients as other approaches to reasoning about actual cause (events

representing a scenario instead of a path), we define scenario paths to map the sequence of com-

pound events v to one or more paths of the transition diagram τ(AD). Scenario paths represent a

unique unfolding of a scenario’s events with respect to a given domain and provide a convenient

representation of how the domain changes over time in response to the events of the scenario. We

reason over these paths to explain actual causation.

Definition 11. Given an outcome θ, a sequence of events v = 〈ε1, . . . , εk〉, and an action description AD,

a scenario path is a path ρ = 〈σ1, ε1, σ2, ε2, . . . , εk, σk+1〉 in τ(AD) satisfying the following conditions:

1. θ 6= σ1

2. ∃i, 1 < i ≤ k + 1, θ ⊆ σi

Condition 1 requires that the set of fluent literals θ is not satisfied in the initial state of ρ, ensuring

that the outcome has not already been caused prior to the known events of the story. Condition 2
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requires that θ is satisfied in at least one state after the initial state in ρ. Conditions 1 and 2 together

ensure that at least one event is responsible for causing θ to hold in ρ. The successor state equation

(2.4) tells us some event in the scenario path must have directly or indirectly caused θ to be satisfied

at some point after the initial state. The set of all scenario paths for an example tuple Ψ is given

by S(Ψ) = {ρ1, ρ2, . . . , ρm}. A problem ψ = 〈θ, ρ, AD〉 where ρ ∈ S(Ψ) allows us to inquire about

causal information for a specific path rather than for a sequence of events as in Ψ.

4.1.1 Rock Throwing Problem

First, we will explore two versions of the rock-throwing problem [49], demonstrating that our ap-

proach can identify causation in the original example of preemption, and a reformulation of the

problem exhibiting overdetermination [50].

Preemption

The original scenario posed in [49] is as follows:

Throwing a rock at a bottle will cause it to break. Suzy throws the rock at a bottle, and Billy

throws a second rock at the bottle. Suzy’s rock hits first and the bottle is broken. Who is to blame

for the bottle’s breaking?

Intuition tells us that Suzy is responsible for breaking the bottle. We can build upon this example

to say that Tommy handed Suzy the rock at the start of the scenario. We extend the scenario to

capture these dynamics as follows:

Handing a rock to Suzy causes it to be in her possession. Throwing a rock at a bottle will cause it

to break. Tommy hands a rock to Suzy, she throws the rock at a bottle, and Billy throws a second

rock at the bottle. Suzy’s rock hits first and the bottle is broken. Who is to blame for the bottle’s

breaking?

Mapping this example to a practical setting, say a vandalism trial, we would certainly want to

blame Suzy for succeeding in breaking the bottle, and possibly Tommy as well for his action of
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 {handsRockTo(tommy,suzy)

𝜎1 𝜎2 𝜎3
{throws(billy)

𝜎3
{throws(suzy)

 hasRock(billy)

¬isBroken(bottle)

¬hasRock(suzy)

 hasRock(billy)

¬isBroken(bottle)

  hasRock(suzy)

hasRock(billy)

isBroken(bottle)

  hasRock(suzy)

hasRock(billy)

  isBroken(bottle)

  ¬hasRock(suzy)

Figure 4.1: Path ρB ∈ S(ΨB) is a representation of the bottle breaking scenario.

handing the rock to Suzy 1.

The elements of the problem are given by the example tuple ΨY = 〈θB , vB ,

ADB〉. In this example the outcome of interest is given by θB = {isBroken(bottle)}. The action

description ADB characterizes the events of the bottle breaking domain:





handsRockTo(tommy, suzy) causes hasRock(suzy)

throws(suzy) causes isBroken(bottle)

if ¬isBroken(bottle)

throws(billy) causes isBroken(bottle)

if ¬isBroken(bottle)

throws(suzy) causes ¬hasRock(suzy)

throws(suzy) impossible if ¬hasRock(suzy)

(4.1)

(4.2)

(4.3)

(4.4)

(4.5)

Law (4.1) tells us that if Tommy hands a rock to Suzy, then Suzy has the rock. Laws (4.2) and

(4.3) represent the knowledge that if someone throws a rock at a bottle, it will break. Law (4.4) tells

us that if Suzy throws the rock, then she no longer is in possession of the rock. Finally, Law (4.5)

states that it is impossible for Suzy to throw a rock if it is not in her possession. We assume that

there exists a corresponding law for Billy for each of (4.1), (4.4), and (4.5), however we omit them

for clarity of the presentation. Consider a path ρB ∈ S(ΨB) corresponding to the scenario’s events,

1The matter of Billy’s intention to commit the crime is a matter of judging levels of blame (see e.g. [51]), which is outside
of the scope of this work.
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represented in Figure 4.1. In the initial state of ρB , Suzy does not have the rock and the bottle is

not broken. After the occurrence of ε1 = {handsRock(tommy, suzy)}, ε2 = {throws(suzy)}, and

ε3 = {throws(billy)}, the bottle is broken in state σ4. It is straightforward to verify for problem

ψB = 〈θB , ρB , ADB〉 that σ3 is the only transition state of θB in ρB and that ε2 is the causing

compound event isBroken(bottle) ∈ θB holding in σ3. The elementary event throws(suzy) is a

direct cause of isBroken(bottle) because it is in the set E(throws(suzy), σ1) as per rule (4.2).

There is more causal information to uncover in this problem. We already know that Suzy throw-

ing the rock at the bottle caused it to break, but we want to know if any events supported Suzy’s

ability to cause the outcome. Rule (4.1) inADB tells us that Suzy cannot throw the rock if it is not in

her possession. In this case, we can formulate a new problem ψ′Y = 〈hasRock(suzy), ρB , ADB〉 and

use the framework to determine that handsRock(tommy, suzy) directly caused hasRock(suzy). Ta-

ble 4.1 summarizes the causal explanations for each of the outcomes we considered. Each row of

the first column gives the outcomes of interest for the problems ψY and ψ′Y . The second column

identifies the transition state for each outcome in ρB . The third column gives the direct causes for

both problems. It is easy to see that there are no indirect causes for this example.

We have shown that modeling the scenario as a sequence of events occurring over time enables

the framework to correctly identify the intuitive cause of the bottle breaking in a classic example

of preemption from the literature. We have also shown that it is straightforward to reformulate the

problem with a new outcome in order to learn more about the causal mechanism at will.

Overdetermination

The scenario can be modified so that Suzy and Billy throw their rocks at the same time, both hitting

the bottle simultaneously, upon which it shatters as in [50]. Either rock by itself would have sufficed

to shatter the bottle, so we want to identify both throws as direct causes. Omitting the extension

in which Tommy hands the rock to either Suzy or Billy, we substitute vB in ΨB with the event

sequence v′B = 〈ε1〉 where ε1 = {throws(suzy), throws(billy)}. This yields a new scenario path

ρ′B and the resulting problem for the framework is ψ′B = 〈θB , ρ′B , ADB〉. It is straightforward

to verify that both throws(suzy) and throws(billy) are direct causes for isBroken(bottle) in ρ′B
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Table 4.1: Overview of explanations of {hasRock(suzy)} and {isBroken(bottle)} in transition
states σ2 and σ3, respectively.

Outcome of Interest State Direct Causes

{isBroken(bottle)} σ4 throws(suzy) ∈ ε2
{hasRock(suzy)} σ2 handsRockTo(tommy, suzy) ∈ ε1,

because isBroken(bottle) is a member of both E(throws(suzy), σ1) and E(throws(billy)), σ1). As

before, there are no indirect causes for outcome in the new problem. We have demonstrated that the

framework can identify direct causes that match our intuition in this example of overdetermination.

4.2 Yale Shooting Problem

4.2.1 Direct

Here we use the framework defined above to solve a variant of the well-known Yale shooting

problem (YSP) from [52]. The scenario is as follows:

Shooting a turkey with a loaded gun will kill it. Suzy shoots the turkey. What is the cause of the

turkey’s death?

The YSP example tuple is formalized by ΨY = 〈θY , vY , ADY 〉. The outcome of interest is

θY = {¬isAlive(turkey)}. The sequence of events is vY = {ε1, ε2}, where ε1 = {loads(suzy, gun)}

and ε2 = {shoots(suzy, turkey)}. The action description ADY characterizes the events of the YSP

domain:





shoots(X, turkey) causes ¬isAlive(turkey) if isAlive(turkey)

shoots(X, turkey) impossible if ¬isLoaded(gun)

loads(X, gun) causes isLoaded(gun) if ¬isLoaded(gun)

(4.6)

(4.7)

(4.8)

Laws (4.6) and (4.8) are straightforward dynamic laws describing the effects of the events in the

YSP domain. Law (4.7) states that the turkey cannot be shot if the gun is not loaded. Consider

the path ρY , represented in Figure 4.2. In the initial state of ρY , the turkey is alive, and the turkey
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𝜖1= {loads(suzy, gun)}

isAlive(turkey) isAlive(turkey) ¬isAlive(turkey)
¬isLoaded(gun) isLoaded(gun) isLoaded(gun)

𝜎1 𝜎2 𝜎3
𝜖2= {shoots(suzy, turkey)}

Figure 4.2: Path ρY ∈ S(ΨY ) is a representation of the Yale shooting scenario.

is dead in the final state of the path after the occurrence of ε1 = {loads(suzy, gun)} and ε2 =

{shoots(suzy, turkey)}.

It is straightforward to verify for the problem ψY = 〈θY , ρY , ADY 〉 that σ3 is the only transition

state of θY and that ε2 is the causing compound event of ¬isAlive(turkey). The elementary event

shoots(suzy, turkey) in ε2 is a direct cause of ¬isAlive(turkey) as per rule (4.6). If we want to know

why the gun was loaded so that Suzy could kill the turkey, we can use rule (4.7) to formulate the

problem ψ′Y = 〈{isLoaded(gun)}, ρY , ADY 〉 to determine that loads(suzy, gun) directly caused the

gun to be loaded.

4.2.2 Indirect

Here we use the framework definitions to solve a novel adaptation of the well-known Yale shooting

problem (YSP). The scenario is as follows:

Shouting near a turkey will startle the turkey, and the turkey will die if it is startled. Suzy walks

to the turkey and shouts. What is the cause of the turkey’s death?

In this case, we want to identify Suzy shouting near the the turkey is an indirect cause of its

death. The elements of the indirect YSP problem are given by ΨY = 〈θY , vY , ADY 〉. The outcome

of interest is θY = {¬isAlive(turkey)}. The sequence of events is given by vY = {ε1, ε2} where

ε1 = {walksTo(suzy, turkey)} and ε2 = {shouts(suzy)}. The action description ADY characterizes

the events of the YSP domain:





shouts(X) causes isStartled(turkey) if ¬isStartled(turkey)

¬isAlive(turkey) if isStartled(turkey)

(4.9)

(4.10)
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Laws (4.9) and (4.10) represent the domain knowledge for this example in a straightforward

way. Consider the scenario path ρY ∈ S(ΨY ), represented in Figure 4.3. In the initial state of

ρY , the turkey is alive, and the turkey is dead in the final state of the path after the occurrence of

ε1 = {walksTo(suzy, turkey)} and ε2 = {shouts(suzy)}.

    {walksTo(suzy,turkey)

isAlive(turkey) isAlive(turkey) ¬isAlive(turkey)
¬isStartled(turkey)

𝜎1 𝜎2 𝜎3
       {shouts(suzy)

¬isStartled(turkey) isStartled(turkey)

Figure 4.3: Path ρY ∈ S(ΨY ) is a representation of the Yale shooting scenario.

It is easy to see that for the new problem ψY = 〈θY , ρY , AD〉, σ4 is the only transition state of θY

and that ε2 is the causing compound event of ¬isAlive

(turkey). Let s represent law (4.10). It is straightforward to verify that there is a static chain

χ({shouts(suzy)},¬isAlive(turkey), σ3) = 〈γ1〉 where s ∈ γ1. Because ¬isDead(turkey) ∈ C(γ1),

Definition 10 is satisfied. Finally, because there are no extraneous events in χ({shouts(suzy)},¬is

Alive(turkey), σ3), {shouts(suzy)} is an indirect cause of ¬isAlive(turkey) for state σ3. We have

used the framework to correctly identify only Suzy’s shouting as an indirect cause of its death.

Moreover, we correctly identified zero direct causes.

4.2.3 Novel Extension

As we have already discussed, the intuitive cause of the turkey’s death is that Suzy shot the turkey.

However, if we know for certain that the gun was not loaded at the start of the story, then we argue

that it may also important to recognize that Suzy loading the gun played a key role in bringing

about the outcome. Mapping this example to a practical setting, say a murder trial, Suzy loading

the gun could contribute to evidence of Suzy’s intention to shoot the turkey. Similarly to how we

built upon the Rock Throwing example in Chapter 4, if we extend this example to say that Tommy

handed Suzy the gun at the start of the scenario, then again we want to identify Tommy’s action as

contributing to the turkey’s death. The extended example as follows:

Tommy hands a gun to Suzy, Suzy loads the gun, and then shoots the turkey. What is the cause
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of the turkey’s death?

The elements of the extended Yale shooting problem are given by the example tuple ΨY =

〈θY , vY , ADY 〉. The outcome of interest is represented by θY = {¬isAlive(turkey)}. The sequence

of events corresponding to the Yale shooting scenario is given by vY = {ε1, ε2, ε3} where ε1 =

{handsGun(tommy, suzy)}, ε2 = {loads(suzy, gun)}, and ε3 = {shoots(suzy, turkey)}. The action

description ADY characterizes the events of the bottle breaking domain:





shoots(suzy, turkey) causes ¬isAlive(turkey)

if isAlive(turkey)

shoots(suzy, turkey) impossible if ¬isLoaded(gun)

loads(suzy, gun) causes isLoaded(gun) if ¬isLoaded(gun)

loads(suzy, gun) impossible if isLoaded(gun)

loads(suzy, gun) impossible if ¬hasGun(suzy)

handsGunTo(tommy, suzy) causes hasGun(suzy)

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)

Laws (4.11), (4.13), and (4.16) are straightforward dynamic laws describing the effects of the

events in the YSP domain. Law (4.7) states that the turkey cannot be shot if the gun is not loaded.

Finally, law (4.12) says that Suzy cannot load an already loaded gun, and law (4.15) states that X

cannot load the gun if they do not have it in their possession, modeling some simple knowledge

about the gun.

Figure 4.4: Path ρY ∈ S(ΨY ) is a representation of the Yale shooting scenario.

Consider the scenario path ρY ∈ S(ΨY ), represented in Figure 4.4. In the initial state of ρY , the
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gun is not loaded, Suzy is not in possession of the gun, and the turkey is alive. In the second state,

Suzy has the gun, and the gun is loaded in the third. In the final state, the turkey is dead the path

after the occurrence of ε1, ε2, and ε3.

It is straightforward to verify for the problem ψY = 〈θY , ρY , AD〉 that σ4 is the only transition

state of θY in ρY and that ε3 is the causing compound event of ¬isAlive(turkey). The elementary

event shoots(suzy, turkey) ∈ ε3 is a direct cause of ¬isAlive(turkey) because ¬isAlive(turkey) ∈

E(shoots(suzy, turkey),

σ3), as per rule (4.11).

There is more causal information to uncover in this problem. If we want to know why the

gun was loaded so that Suzy was able to shoot the turkey, we can use the preconditions of rule

(4.12) to formulate a new problem. According to this rule, Suzy cannot shoot the turkey if the

gun is not loaded, and so we create the problem ψ′Y = 〈{isLoaded(gun)}, ρY , AD〉 (using the

path and action description of ψ′Y ) and determine that loads(suzy, gun) directly caused the gun

to be loaded. Finally, if we want to know why she was able to load the gun in the first place,

we use rule (4.15) to create a new problem ψ′′Y = 〈{hasGun(suzy)}, ρY , AD〉 to determine that

handsGunTo(tommy, suzy) directly caused Suzy to have the gun. Table 4.2 summarizes the causal

explanations for each of the outcomes we considered in this problem. Each row of the first column

gives the outcome of interest of the problems ψY , ψ′Y , and ψ′′Y , respectively. The remaining three

columns provide information about the transition states as well as direct and indirect causes. It

is easy to see that there are no indirect causes for this example. Note that although in this case

we manually constructed our new problems as to uncover additional information about the causal

mechanism, it is possible to define sets of supporting events in a scenario that helped to “set the

state” for the outcome to be caused, as we explored in an earlier version of the framework that did

not support concurrent events [53].

With this example, we demonstrated that our framework can be used to reach a conclusion

about the Yale Shooting Problem that appears to be in line with human intuition.
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Table 4.2: Overview of outcomes {¬isAlive(turkey)}, {isLoaded(gun)}, and {hasGun(suzy)}
in transition states σ4,σ3, and σ2 in ρY , respectively.

Outcome of Interest State Direct Causes Indirect Causes

{¬isAlive(turkey)} σ4 shoots(suzy, turkey) ∈ ε3 –

{isLoaded(gun)} σ3 loads(suzy, gun) ∈ ε2 –

{hasGun(suzy)} σ2 handsGunTo(tommy, suzy) ∈ ε1 –

4.3 Firing Squad Problem

In this section we present a problem based on Pearl’s well-known firing squad example [54] to

demonstrate that we can represent and identify contributory causes without using laws that ex-

plicitly describe the direct effects of compound events. The scenario is as follows:

A captain will orders his team of three riflemen to execute two prisoners. The riflemen always hit

their targets, but with varying accuracy. The first rifleman is very skilled and if he fires alone,

the prisoner will die. The second and third riflemen are less skilled and as a result they must

shoot together to ensure a prisoner’s death. The captain orders the execution of the first prisoner

by rifleman 1, he fires, and prisoner 1 is dead. At the same time that rifleman 1 fires, the captain

riflemen 2 and 3 to execute the second prisoner, they fire, and prisoner 2 is dead. What is the

cause of the prisoners deaths?

The extended firing squad example tuple is given by ΨF = 〈θF , vF , ADF 〉 where the out-

come of interest is θF = {¬isAlive(p1),¬isAlive(p2)} and the sequence of events correspond-

ing to the firing squad is given by vF = {ε1, ε2} where ε1 = {ordersExecution(c, p1)}, ε2 =

{firesAt(r1, p1), ordersExecution(c, p2)}, and ε2 = {firesAt(r2, p2),firesAt(r3, p2)}. The action de-

scription ADF characterizes the events of the firing squad domain:





ordersExecution(c, p1) causes orderedToF ire(r1)

ordersExecution(c, p2) causes orderedToF ire(r2),

orderedToF ire(r3)

(4.17)

(4.18)
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firesAt(R, p) causes hitBy(p,R)

firesAt(R, p) impossible if ¬orderedToF ire(R)

¬isAlive(p1) if hitBy(p, r1)

¬isAlive(p2) if hitBy(p, r2), hitBy(p, r3)

(4.19)

(4.20)

(4.21)

(4.22)

Law (4.17) states that if the captain c orders the execution of prisoner p1, then rifleman r1 is

ordered to fire. Similarly, law (4.18) states that riflemen r1 and r2 are ordered to fire if c orders

the execution of prisoner p2. Law (4.19) tells us that a rifleman (the shorthand R refers to any

rifleman) firing at the prisoner causes the prisoner to be hit by that rifleman. Law (4.20) states that

a rifleman cannot fire at a prisoner unless the captain has ordered the execution. Finally, laws (4.21)

and (4.22) capture the requirements from the scenario that one shot from rifleman r1 is sufficient

to kill prisoner p1 and simultaneous shots by riflemen r2 and r3 are sufficient to kill prisoner p2,

respectively. In this model of the scenario, we state that firing at the prisoner directly causes the

prisoner to be hit by the rifleman, which in turn results in his death.

σ1





isAlive([p1, p2]),
¬hitBy(p1, [r1, r2, r3]),
¬hitBy(p2, [r1, r2, r3]),
¬orderedToF ire(r1)

ε1

{ordersExecution(c,p1)

σ2

{orderedToFire(r1)

ε2
{

firesAt(r1,p1),
ordersExecution(c,p2)

σ3

{
hitBy(p1, r1),
¬isAlive(p1),
orderedToFire([r2, r3])

ε3

{firesAt([r2, r3],p2)

+̆002C

σ4

{
hitBy(p2, r2)
hitBy(p2, r3)
¬isAlive(p2)

Figure 4.5: Path ρF ∈ S(ΨF ) is a representation of the firing squad scenario.

Consider the scenario path ρF ∈ S(ΨF ), graphically represented2 in Figure 4.5. In the ini-

tial state, both prisoners are alive, represented by the literal isAlive([p1, p2]). In this state, they

have not been hit by any riflemen, and the riflemen have not yet been ordered to fire, represented

in σ1 by literal ¬orderedToF ireAt([r1, r2, r3]). Finally, the prisoners are both alive in σ1, repre-

sented by the literal isAlive([p1, p2]), and they have not yet been hit by any rifleman, represented

by ¬hitBy(p1, [r1, r2, r3]) and ¬hitBy(p2, [r1, r2, r3]). The compound events ε1, ε2, and ε3 in path

2For clarity of presentation, we use shorthand [r1, r2, r3] and [r2, r3] for all fluents and events referring to more than
one rifleman. We will sometimes use similar shorthand when referring to both prisoners.
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ρF capture the events of the scenario. The prisoners are no longer alive in state σ3.

It is straightforward to verify for the problem ψF = 〈θF , ρF , AD〉 that σ4 is the only tran-

sition state of the outcome θF in ρF , that the literal ¬isAlive(p1) ∈ θF holds in σ3 as an ef-

fect of compound event ε2, and that the literal ¬isAlive(p2) ∈ θF holds in σ4 as an effect of

compound event ε3. The compound event ε = {firesAt(r1, p1)} in ε2 is an indirect cause of

¬isAlive(p1) for σ3 because there exists static chain with no extraneous events linking its direct

effects to ¬isAlive(p1) via the dynamic law (4.19), where R = r1, and the state constraint (4.21).

Similarly, ε′ = {firesAt(r2, p),firesAt(r3, p)} in ε2 is an indirect cause of ¬isAlive(p2) for σ4 via the

dynamic laws (4.19), where R = r2 and R = r3, and the state constraint (4.22). Note that although

there is a static chain χ({firesAt(r1, p1),

ordersExecution(c, p2)},¬isAlive(p1), σ3), the subset {firesAt(r1, p1),

ordersExecution(c, p2)} is not an indirect cause because the captain ordering the execution of the

second prisoner had no bearing on the death of the first. In the first three sections of this chapter,

we have demonstrated that the framework is capable of identifying actual causation in interesting

extensions of well-known examples from the literature.

4.4 Self-Driving Car Problem

In this section, we present a example based on distributed system architecture models of self-

driving cars (e.g. [55]) in which the components required to operate a car are broken into distinct

submodules that communicate with one another to make driving decisions. For safety, a fully au-

tonomous (without human control) driving system with this type of architecture is likely to have

multiple backup modules and systems that can take over specific driving-related tasks in case the

primary module is somehow compromised. In this example, we assume that a combination of nec-

essary modules are communicating with one another behind the scenes to operate the car. More-

over, we expect that there are multiple types of each required module, which can be swapped in

and out at any time as needed by some unseen mechanism (e.g. on-board system reconfiguration

software). We will rely on the active modules only to report the actions they take so that we can

reason about how these actions affect the state of the car over time. In this section we will provide
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preliminary information about a hypothetical self-driving car and will then present a crash scenario

as a problem ψS and leverage the reasoning framework to identify a set of causal explanations that

will indicate which modules may be to blame for the crash.

4.4.1 Example Preliminaries

A self-driving car in this example is represented by S = 〈ρS , ADS〉, where ρS is a path in τ(ADS)

representing the evolution of S’s state. The car drives in a single direction and is able to accelerate,

decelerate, and come to a full stop. Obstacles may be placed in its path, some of which will cause

the car to crash if it accelerates towards such an obstacle.

The automated driving system of S must have exactly one type of obstacle detection mod-

ule (types o 1 and o 2), one type of decision making module (types d 1 and d2), and one type of

control module (types c 1 and c 2) active at a given point in time. The configuration of active

modules can change in the background without S’s knowledge. An obstacle detection module

o must report a detected obstacle of type a, b, or c, denoted by elementary events r(obst(a), o),

r(obst(b), o), and r(obst(c), o), respectively. A decision making module d can report a decision of

type accel, decel, and stop, represented by elementary events r(decis(accel), d), r(decis(decel), d),

and r(decis(stop), d), respectively, if it makes a driving decision. Both obstacle detection and de-

cision making modules, generalized as m for this discussion, must report when they are analyz-

ing data, represented by elementary event r(analyze,m). Finally, a control module c must report

acting on one of the three types of decisions, given by the elementary events r(actOn(accel), c),

r(actOn(decel), c), and r(actOn(stop), c). Modules can act simultaneously and each compound

event ε in ρS represents a collection of actions executed by modules of S.

The knowledge of events in this domain are characterized by the action description ADS con-

taining the following laws (4.23) through (4.28).

r(obst(B), O) causes known(obst(B)) if obstMod(O)

r(decis(A), D) causes mustAct(A) if decMod(D)

(4.23)

(4.24)
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r(actOn(A), C) impossible if ¬mustAct(A)

r(actOn(A), C) causes ¬mustAct(A) if ctrlMod(C)

r(actOn(accel), C) causes infer(crash) if known(obst(a))

error(crash) if infer(crash)

(4.25)

(4.26)

(4.27)

(4.28)

Law (4.23) states that if an obstacle detection module reports an obstacle, then the car knows

about it, which is represented by the literal known(obst(B)). Law (4.24) states that if a decision

module reports a decision A, then the decision A must be acted upon, represented by the literal

mustAct(A). Law (4.25) tells us that a control module will not report an action unless there is

knowledge that a corresponding decision that must be acted upon. ADS further specifies that a

decision only needs to be acted upon once via law (4.26). Notice that the inclusion of predicates

obstMod, decMod, and ctrlMod in laws (4.23), (4.25), (4.26), and (4.27) can be viewed as something

of a layer of security that ensures only reports from known modules are able to affect the state of

the car.

Law (4.27) clarifies the earlier presented knowledge that accelerating the car with knowledge

of an obstacle of type a will result in a crash. Finally, law (4.28) tells us that the error message

error(crash) will become true if we can infer that a crash has occurred via law (4.27).

4.4.2 Crash Scenario and Explanations

A self-driving car S = 〈ρS , ADS〉 indicates that it has crashed with the message error(crash). We

formulate the problem ψS = 〈θS , ρS , ADS〉, where θS = {error(crash)} in order to learn about why

S believes that a crash occurred.

Path Description. The crash scenario according to S is given by the path ρY , depicted in Figure 4.6.

In the figure, the initial state is fully specified and the subsequent states are represented by the liter-

als that have changed as a result of their respective transitions. The initial state of the path includes

a fluent obstMod(O), decMod(D), and ctrlMod(C) for each type of respective module (e.g. o 1, d 1,

and c 1). All remaining literals in the initial state, depicted above state σ1 in the figure, are initially
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σ1





¬error(crash),
¬known(obst([a, b, c])),
¬infer(crash),
¬mustAct(accel),
¬mustAct(decel),
¬mustAct(stop)

{
r(obst(a),o 1),
r(analyze, d 1)

{
r(analyze, o 2),
r(decis(accel),d 1)

ε1
σ2




known(obst(a))

ε2
σ3




mustAct(accel)

ε3

{
r(obst(a), o 2)
r(analyze, d 2)
r(actOn(accel), c 1)

+̆002C

σ4




error(crash)
infer(crash)

Figure 4.6: Path ρS is a representation of car S’s crash scenario.

false. This means that there is not yet an error message or inference about a crash. Moreover, the

fact that there is no known obstacle is given by the shorthand ¬known(obst([a, b, c])), representing

three distinct three distinct literals of the form ¬known(obst(OB)) where OB ∈ {a, b, c}.

The car is not initially obligated to perform any action, possibly indicating that S is stopped in

state σ1. In compound event ε1, module o 1 reports an obstacle of type a and module d 1 reports

that it is analyzing data. In compound event ε2, module o 1 has apparently been swapped out for

o 2, which reports that it is analyzing data. In the same compound event, module d 1 reports a

decision to accelerate. Finally, in compound event ε3, module o 2 reports an obstacle of type a,

module d 1 has been swapped out for d 2, which reports that it is currently analyzing data, and

module c 1 reports that it is acting on the decision to accelerate. The states of ρS can be inferred

using ADS , and the figure depicts the literals that were changed in each state by the events of ρS .

Namely, o 1’s report added knowledge of an obstacle of type a in σ1, d 1’s report in ε2 obligated the

car to accelerate, and the control module c 1’s report about acting upon the decision to accelerate

caused S to infer the crash in σ4, which in turn caused error(message) to hold in the same state.

Explaining the Crash Error Message. It is straightforward to verify via ρS that σ4 is the only

state of ρS in which error(crash) holds. Compound event ε3 is clearly the causing compound

event of error(crash) because σ4 is the only transition state of this literal. The compound event

{r(actOn(accel), c 1)} of ε3 is a indirect cause of error(crash) in σ4 due to laws (4.27) and (4.28). In

other words, this causal explanation tells us that the act of accelerating in state σ3 caused S to infer,
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using knowledge of known(obst(a)) that there was a crash, which indirectly caused the error.

Identifying Additional Modules to Blame. While it is useful to learn which event led to the crash

error message, there is not yet enough information to assign blame to a module. A next step that can

be taken is to identify which module reported the decision to accelerate, resulting the system need-

ing to act on that decision. It is straightforward to verify in this case that d1’s act of reporting the

decision directly obligated the car to accelerate because mustAct(accel) ∈ E(r(decis(accel), d1)).

It is also straightforward to reason that o1 was the obstacle detection module that reported the

obstacle of type a in ε2.

In this example we have demonstrated that the framework can be used to reason to varying

depths about the nature of an error message in a theoretical distributed system. Although the

example is relatively simple compared to real-world distributed systems, we show that it may be

possible to add a reasoning layer over a system of independently acting parts of a complex system

in order to pin-point the source of unexpected behavior of the system as a whole.
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Chapter 5: Implementation

In this chapter we present an approach to automating the task of explaining actual cause using ASP.

We first discuss the translation of a problem ψ = 〈θ, ρ, AD〉. Next, we present the encoding of the

semantics of AL, adapted from [43]. We then proceed to encode the definitions of the framework

as ASP rules. Following that, we present soundness and completeness results about the correctness

of the programs encoding the definition of direct cause and the improved definition of indirect

cause. Finally, we will present ASP translations of the extended Yale Shooting Problem and the

self-driving car problem from Chapter 4

5.1 Implementation Details

5.1.1 Problem Translation

We begin by encoding the elements of a problem ψ = 〈θ, ρ,AD〉. The set α(θ) contains a fact

outcome(theta) as well as facts inOutcome(l, theta), olit(l), and inOutcome(l, olit(l)) for every l ∈ θ.

We use the olit(l) notation to denote the outcome coinciding with the singleton {l}.

The elements of a path ρ = 〈σ1, ε1, σ2, . . . , εk, σk+1〉 are represented by the sets α(ρ). The set

α(ρ) contains a fact occurs(e, i) for every e ∈ εi and a fact holds(l, i) for each literal l ∈ σi where

1 ≥ i < k + 1. The set also contains facts event(e) and fluent(f) for each e ∈ E and f ∈ F ,

respectively. Next, for every compound event εi in ρ, the set α(ρ) also contains facts according to

⋃

k∈P(εi)\∅

{subset(λ(k, i), i)} ∪ (
⋃

e∈k

{inSubset(e, λ(k, i))})

where P(εi) denotes the powerset of εi, and λ(k, i) is a unique identifier for the translation of

subset k of εi. This encoding will be helpful when we are considering subsets of compound events

as indirect causes.

The set α(ρ) finally contains a fact step(i) for every state σi in ρ. The set α(ρ) represents all

knowledge of the path ρ needed to reason for direct and indirect causes.
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The set α(AD) is the translation of the action description AD.

1. α(d : e causes l0 if l1, . . . , ln) is the collection of atoms

d law(d), head(d, l0), event(d, e),

prec(d, 1, l1), . . . , prec(d, n, ln), prec(d, n+ 1, nil).

2. α(s : l0 if l1, . . . , ln) is the collection of atoms

s law(s), head(s, l0),

prec(s, 1, l1), . . . , prec(s, n, ln), prec(s, n+ 1, nil).

3. α(ι : e impossible if l1, . . . , ln) is the collection of atoms

i law(ι), event(ι, e),

prec(ι, 1, l1), . . . , prec(ι, n, ln), prec(ι, n+ 1, nil).

The set α(ψ) = α(θ) ∪ α(ρ) ∪ α(AD) is the complete ASP encoding of the problem ψ. Next, we

present the encoding of the semantics of AL.

5.1.2 Semantics of Action Language AL

The rules of program ΠAL capture the semantics of AL and are adapted from [43]:

holds(L, I2)← step(I1), step(I2), next(I1, I2)

d law(D), head(D,L), prec h(D, I)

event(D,E), occurs(E, I1).

holds(L, I)← step(I),

s law(S), head(S,L), prec h(S, I).

(5.1)

(5.2)
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← step(I),

i law(IM), prec h(IM, I),

event(IM,E), occurs(E, I).

prec h(R, I)← step(I),

all h(R, 1, I).

all h(R,N, I)← prec(R,N, nil).

all h(R,N,P )← step(I)

prec(R,N,P ),

holds(P, I),

all h(R,N + 1, I).

holds(L, I2)← holds(L, I1), not holds(L, I).

← holds(L, I), holds(L, I).

next(I1, I2)← step(I1), step(I2),

I2 = I1 + 1.

(5.3)

(5.4)

(5.5)

(5.6)

(5.7)

(5.8)

(5.9)

D, S, IM are variables for the names of AL laws, E and L are variables for the names of events

and fluent literals respectively, and I and N are integers. Rules (5.1) and (5.2) in Π describe the

effects of dynamic laws and and state constraints of AD. Rule (5.3) constrains when an event can-

not occur according to the executability conditions in AD. Relation prec h(R, I) defined by(5.4) of

Π tells us that all of the preconditions of a law R in α(AD) are satisfied at step I . This relation is

defined via an auxiliary relation all h(R,N, I) (rules (5.5) and (5.6)), which holds if the precondi-

tions l1,. . . ,lm of R are satisfied at step I . Here, l1, . . . , lm refer to the ordering of conditions of r

according to α(AD). We use the identifier R to enable re-use of rules (5.4), (5.5), and (5.6) to reason

about the preconditions of dynamic law, state constraints, and executability conditions. Rule (5.7)

is the inertia axiom [39] and rule (5.8) removes inconsistent states in the reasoning process. In rules
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(5.7) and (5.8), we denote by L the complement of L and so given a literal l, l = ¬l and ¬l = l. We

explicitly represent subsequent steps by means of the rule (5.9).

5.1.3 Transition States and Causing Compound Events

The rules in set ΠT characterize a transition state σj of θ in path ρ.

transitionState(OC, J ′)← step(J), step(J ′),

next(J, J ′), outcome(OC),

¬ocSat(OC, J),

not ¬ocSat(OC, J ′)

(5.10)

¬ocSat(OC, J)← step(J),

inOutcome(OC,L),

holds(L, J).

(5.11)

Rule (5.10) identifies a transition state J ′ for outcome OC as one in which OC is satisfied and was

not at J . Rule (5.11) describes when an outcome OC is not satisfied at a given step J .

The rules of program ΠC describe possibly causing compound events and causing compound

events of a literal L that holds at step I .

pcce(I, L, J)← step(I), step(J), next(I, I ′),

transitionState(olit(L), I ′),

I < J,

transitionState(theta, J).

(5.12)

(5.13)
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¬cce(I, L, J)← pcce(I, L, J),

pcce(I ′, L, J),

I < I ′.

cce(I, L, J)← pcce(I, L, J),

not ¬cce(I, L, J).

(5.14)

(5.15)

Rule (5.12) corresponds to Definition 5 and tells us that a step I is a possibly causing compound

event of literal L holding in J if, first, it occurs prior to step J . Next, I ′ must be a transition state of

outcome(olit(L)). The last line of (5.12), transitionStep(theta, J) is the key to linking the literal we

are explaining to the outcome of interest. This line ensures that any possible causing step we are

considering is with respect to a transition state of the outcome(theta).

Rule (5.14) corresponds to condition 3 of Definition 6 and (5.15) is a straightforward rule stating

that a possible causing step I of L in step J is a causing step if we have no reason to believe that it

is not a causing step.

5.1.4 Direct Cause

Here we present characterization of the definition of direct cause. The rules of ΠD describe when

an event that occurred at causing step I has directly caused L to hold in step I . ΠD contains the

rules corresponding to the definition of a direct cause.

directEffect(L,E, I)← step(I),

d law(D), event(D,E), occurs(E, I),

prec h(D, I), head(D,L).

directCause(E, I, L, J)← cce(I, L, J),

directEffect(L,E, I).

(5.16)

(5.17)
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Rule (5.16) leverages rule prec h(D, I) of ΠAL to identify when the literal L will be caused as a

direct effect of an event occurring at step I . Rule (5.17) states that E occurring at I is a direct cause

of L holding at step J if I is a causing step of L in J and L is a direct effect of E as per rule (5.16).

5.1.5 Simple Notion of Indirect Cause

The program ΠIS contains the following rules (5.18) through (5.30), which are used to identify

indirect causation for Definition 8. Given a causing step I ,we are interested in identifying any

subset of events that occurred at I and caused the literal under consideration to hold indirectly.

The following rule describes possible indirect causes.

possIC(C, I, L, J)← subset(C), (5.18)

causingStep(I, L, J),

not ¬occAt(C, I),

not dirEffSubset(L,C, I).

Rule (5.18) says that a possible indirect cause is a subset C such that I is a causing step for the

literal L holding at step J and we have no reason to believe that any event in C did not occur at

step I or that any events in the subset caused the literal directly. The next rule ensures that the

compound event under consideration actually occurs as a whole at step I .

¬occAt(C, I)← step(I), (5.19)

inSubset(E,C),

not occurs(E, I).

We determine when a literal L is a direct effect of at least one elementary event of C using the

following rule:
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dirEffSubset(L,C, I)← inSubset(E,C), (5.20)

directEffect(L,E, I).

Rule (5.20) leverages rule (5.16) to determine when a literal L is a direct effect of a subset of

events C. Recall that condition 2 of Definition 8 states that if ε′ ∈ εi is an indirect cause of l, then a

transition t′ must exist in τ(AD) such that if ε′ occurring by itself in σi results in a transition state of

{l}. Given a possible indirect cause possIC(C, I, L, J), this reasoning can be accomplished in ASP

by creating a hypothetical sequence whose initial state and events coincide with those of interest

from the sequence of steps, namely step I and the events that occur at I . We refer to this check as

the hypothetical reasoning test.

next(µ(C, I), µ′(C, I))← possIC(C, I, L, J),

hstep(µ(C, I))← next(µ(C, I), µ′(C, I)).

hstep(µ′(C, I))← next(µ(C, I), µ′(C, I)).

step(I)← hstep(I).

(5.21)

(5.22)

(5.23)

(5.24)

Rules (5.21), (5.22), and (5.23) establish an ordering for hypothetical steps, or h-steps. Rule (5.24)

states that an h-step is a kind of step. The following rules ensure the coincidence of the hypothetical

sequence with the relevant step and event(s) of α(ρ).
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holds(L, µ(C, I))← holds(L, I), (5.25)

possIC(C, I, L, J),

occurs(E,µ(C, I))← (5.26)

possIC(C, I, L, J), (5.27)

inSubset(E,C),

In order to indicate that subset C has passed the hypothetical reasoning test for causing L in

step I , we add the following rule which we will use later to describe indirect causation.

hypotheticalPass(C, I, L, J)← possIC(C, I, L, J), outcome(olit(L)), (5.28)

transitionStep(olit(L), µ(C, I)).

Next, rule (5.29) ensures that the candidate subset C is a smallest subset for which possIC(C, I,

L, J) holds by comparing C’s cardinality against all other possible indirect causes possIC(C ′, I, L,

J) where C 6= C ′.
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¬smallest(C,L, I)← possIC(C, I, L, J), (5.29)

subset(C ′), C 6= C ′,

possIC(C ′, I, L, J),

#count{E : inSubset(E,C)} = X,

#count{E : inSubset(E,C ′)} = X ′,

X > X ′.

Finally, we can say that a subset C is an indirect cause if it is the smallest one that passes the

hypothetical reasoning test.

indirectCause(C, I, L, J)← hypotheticalPass(C, I, L, J), (5.30)

not ¬smallest(C,L, I).

The connection between direct causes and the above programs is given later in this chapter by

Theorem 1. The connection between the above programs and the simple notion of indirect cause is

given by the following proposition.

Proposition 6. Let ψ = 〈θ, ρ,AD〉 be a problem, εi be a compound event in ρ, σj be a transition state

of θ in ρ, l be a literal in θ, and Πψ be a problem translation of ψ. Given the program ΠindirectS =

Πψ ∪ ΠAL ∪ ΠT ∪ ΠC ∪ ΠIS , compound event ε ∈ εi is a indirect cause of l holding in σj if-and-only-

if the atoms indirectCause(c, i, l, j) and subset(c, i) are in the answer set of Πindirect, as well as an atom

inSubset(e, c) for every e ∈ ε.

5.1.6 Improved Definition of Indirect Cause

The program ΠI contains the following rules (5.31) through (5.42) which identify indirect causation

for Definition 5.42. Given a step I , the following rule leverages the ASP translation of the seman-
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tics AL of and allows us to determine which literal(s) of a state constraint’s preconditions were

preserved in I by inertia:

preservedPrec(S,L, I ′)← s law(S), prec h(S, I ′), (5.31)

prec(S,X,L), holds(L, I), next(I, I ′).

The next rule requires that when a literal in S’s preconditions was caused to hold directly by a

subset C of the events that occurred in step I .

directlyCausedPrec(S,C,L, I ′)← s law(S), prec h(S, I ′), inSubset(E,C), (5.32)

prec(S,X,L), directEffect(L,E, I),

holds(L, I), next(I, I ′).

Note that line 3 in directlyCaused(S,C,L, I ′) requires that a literal that is directly caused must

not have held in the previous state, in correspondence with our condition that inertia is prioritized

over direct causation. The next rule characterizes the first link of a static chain:

gamma(1, S, C, L, I ′)← subset(C, I), holds(L, I ′), s law(S), (5.33)

prec h(S, I ′), next(I, I ′),

#count{L1 : preservedPrec(S,L1, I ′)} = N1,

#count{L2 : directlyCausedPrec(S,C,L2, I ′)} = N2,

N2 > 0,

#count{L3 : prec(S,X,L3), L3! = nil} = N3,

N3 = N1 +N2.
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Rule (5.33) tells us when a state constraint S belongs in the first link of a chain. We use the

#count aggregate to compare the number of preserved preconditions of S and the number of pre-

conditions directly caused by C with the total number of preconditions for S (excepting the “nil”

precondition), in accordance with Condition 1 of Definition 10. In the third line of this rule, we re-

quire that the set of directly caused preconditions of S in the first link is non-empty by constraining

this sum to be a value greater than zero. Preventing the overlap of preserved and directly caused

preconditions of S (see rule (5.32)) allows us to use the inequality on 7th line of this rule to satisfy

condition 1 of Definition 9. We use a similar approach to characterize subsequent links of a static

chain.

gamma(G+ 1, S, C, L, I ′)← subset(C, I), holds(L, I ′), s law(S), prec h(S, I ′), (5.34)

next(I, I ′), gamma(G,X,C,L, I ′),

#count{L1 : preservedPrec(S,L1, I ′)} = N1,

#count{L2 : directlyCausedPrec(S,C,L2, I ′)} = N2,

#count{L3 : causedByGamma(S,L3, G,C, L, I ′)} = N3,

N3 > 0,

#count{L4 : causedByGamma(S,L4, G′, C, L, I ′),

G′ <= (G− 1)} = N4,

#count{L5 : prec(S,X,L5), L5 ! = nil} = N5,

N5 = N1 +N2 +N3 +N4, (5.35)

not consequenceOfGamma(L,G,C, L, I ′).

Here we aim to characterize link G + 1 of the chain in terms of the earlier links in the chain, direct

effects of events, and inertia. Recall that in condition 2 of Definition 9, the set of preserved and

directly caused preconditions can be empty. However, the definition does require that the number
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of preconditions of S made to hold as a consequence of the immediately previous link is greater

than zero for any link following the first link in a chain. Before continuing the discussion of (5.34),

we will enforce this condition with some auxiliary rules:

consequenceOfGamma(L′, G,C, L, I ′)← gamma(G,S,C, L, I ′), head(S,L′). (5.36)

It is easy to see that this rule characterizes literals that belong to the set of consequences C(γg)

of a link γg . The next rule characterizes preconditions of a particular state constraint have been

caused by a given link.

causedByGamma(S,L′, G,C, L, I ′)← s law(S), prec h(S, I ′), (5.37)

prec(S,X,L′),

consequenceOfGamma(L′, G,C, L, I ′).

Returning to rule (5.34), the 5th line counts the number of preconditions of a candidate S for the

G + 1-th link caused by the immediately previous link J with the constraint that the value of this

sum is greater than zero. The 6th line also leverages (5.37) to count the number of preconditions of

S satisfied by links that appear earlier in the chain than the immediately previous link. Finally, in

the 8th line we require that the literal L is not a consequence of the G-th link in accordance with

condition 2 of Definition 9.

For the simplicity of the presentation, we have given the encoding for the case of condition 2 of

Definition 9 for which C({γ1, . . . , γg−2}) ∩ C(γg−1) = ∅. Extending the program to the case where

there is overlap is trivially accomplished with the addition of a rule such as
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overlap(G,L′, C, L, I)← causedByGamma(S,L′, G,C, L, I ′),

causedByGamma(S,L′, G′, C, L, I ′),

G′ < G.

along with the addition of a suitable #count aggregate to rule (5.33). Herein we refer to the case

without overlap as a no overlap case.

The following rule characterizes the existence of a chain chain(C,L, I)

chain(C,L, I ′)← gamma(G,S,C, L, I ′), (5.38)

consequenceOfGamma(L,G,C, L, I ′).

It is now easy to see that these rules correspond to the conditions of the definition of a static chain.

Once a chain is found, it needs to be tested to determine whether or not it is actually an indirect

cause of the literal in question as per Definition 10 of indirect cause. If the chain chain(C,L, I)

exists, then we claim that Condition 1 of the definition is satisfied for C.

It remains to rule out chains whose subsets have extraneous events, that is to say that C does

not contain any events whose direct effects do not appear in the preconditions of any link of the

chain under consideration as per the definition of indirect cause. The following rule characterizes

the set of preconditions for link G:

preconditionOfGamma(P,G,C, L, I ′)← gamma(G,S,C, L, I ′), (5.39)

prec(S,X, P ), P ! = nil.

Rule (5.40) leverages the previous rule to identify when an event E belonging to a subset C has
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directly contributed to the preconditions of any link Y in a chain linking C and L at step I ′:

contributed(E,P,C, L, I ′)← preconditionOfGamma(P, Y,C, L, I ′), (5.40)

inSubset(E,C), directEffect(P,E, I),

next(I, I ′).

Rule (5.41) leverages the previous rule to characterize events that did not contribute to a precondi-

tion of any link in a static chain under consideration:

extraEventsInSubset(C,L, I ′)← chain(C,L, I ′), (5.41)

inSubset(E,C),

not contributed(E,P,C, L, I ′).

If there is no reason to believe that an event E has contributed to the preconditions of any link

in the chain under consideration, then the event is extraneous and the subset cannot be an indirect

cause. Rules (5.39), (5.40), and (5.41) clearly correspond to condition 2 of Definition 10. Finally, rule

(5.42) characterizes the improved definition of indirect cause:

indirectCause(C, I, L, J)← cce(I, L, J), (5.42)

chain(C,L, I ′), next(I, I ′),

not extraEventsInSubset(C,L, I ′).

The rule states that if there is a causing compound event at step I , then there exists a subset of

events C that has occurred at step I , a static chain links C to L in the subsequent step I ′, and there

are no extraneous events in C that have not contributed to the preconditions of the chain, then C is
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an indirect cause of L for transition state J of outcome(theta).

5.2 Theoretical Results

In this section, we state and prove the soundness and completeness of the programs for computing

direct cause and improved indirect cause. We begin with the statement for Πdirect.

Theorem 1. Let ψ = 〈θ, ρ, AD〉 be a problem, εi be a compound event in ρ, σj be a transition state of θ in ρ,

l be a literal in θ, and Πψ be a problem translation of ψ. Given the program Πdirect = Πψ∪ΠAL∪ΠT ∪ΠC∪

ΠD, elementary event e ∈ εi is a direct cause of l holding in σj if-and-only-if the atom directCause(e, i, l, j)

is in an answer set of Πdirect.

Proof. Left-to-right.

We begin by characterizing an answer set A of Πdirect containing an atom directCause(e, i, l, j).

The answer set first contains the problem translation set α(ψ).

• Next, A contains an atom of form transitionState(theta, j∗) for every transition state σj∗ of θ

in ρ,

• and an atom transitionState(olit(l∗), i∗) for every transition state σ∗i of the singleton set {l∗}

for l∗ ∈ θ.

• A also contains an atom ¬ocSat(theta, s∗) for each state σs∗ in ρ such that θ 6⊆ σ∗s .

• Similarly, for l∗ ∈ θ where {l∗} 6⊆ σt∗ in ρ, A contains an atom ¬ocSat(olit(l∗), t∗).

• Given a literal l∗ ∈ θ and a transition state σj∗ of θ in ρ, A contains an atom pcce(i∗, l∗, j∗) for

every possibly causing compound event εi∗ of {l∗} for σj∗ .

• Given possibly causing compound events εi∗ and εi′∗ of {l∗} for σj∗ , A contains an atom

¬cce(i∗, l∗, j∗) when i∗ < i′∗.

• A also contains an atom cce(i∗, l∗, j∗) for every causing compound event ε∗i of a literal l∗ ∈ θ

for a transition state σ∗j of θ.
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• For every literal l∗ ∈ E(e∗, i∗) where elementary event e∗ occurs at i∗ in ρ, A also contains an

atom directEffect(l∗, e∗, i∗).

• Finally, A contains an atom directCause(e, i, l, j) for every elementary event e∗ ∈ εi∗ in ρ that

is a direct cause of l∗ for a transition state σj∗ of θ.

Let us show that if e is a direct cause of l holding in σj , then A is an answer set of Πdirect by

proving that A is the minimal set of atoms closed under the rules of the reduct ΠA
direct. We give

a simplified form of the reduct where the occurrences of atoms of the form next(i, j) have been

unfolded into expressions j = i+ 1. One can easily check that this form of the reduct is equivalent

to the form that uses next(i, j). ΠA
direct contains:

1. set α(ψ)

2. all rules in ΠAL

3. a rule of the form

transitionState(o∗, j∗)← step(j′∗), step(j∗),

j∗ = j′∗ + 1,¬ocSat(o∗, j′∗).

where o∗ is either the constant theta or a term of the form olit(l∗) (where l∗ is a fluent literal),

and integers j∗ and j′∗ such that ¬ocSat(o∗, j∗) 6∈ A.

4. a rule of the form

¬ocSat(o∗, j∗)← step(j∗), holds(l∗, j∗), inOutcome(o∗, l∗).

where o∗ is either the constant theta or a term of the form olit(l∗) where l∗ is a fluent literal,

and integers j∗.
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5. a rule of the form

pcce(i∗, l∗, j∗)← step(i∗), step(i′∗), i′∗ = i∗ + 1,

transitionState(olit(l∗), i′∗), i∗ < j∗,

transitionState(theta, j∗).

for all literals l∗ and integers i∗, j∗.

6. a rule of the form

¬cce(i∗, l∗, j∗)← pcce(i∗, l∗, j∗),

pcce(i′∗, l∗, j∗),

i∗ < i′∗.

for all literals l∗ and integers i∗, j∗.

7. a rule of the form

cce(i∗, l∗, j∗)← pcce(i∗, l∗, j∗).

for all literals l∗, and integers i∗, j∗ such that ¬cce(i∗, l∗, j∗) 6∈ A.

8. a rule of the form

directEffect(l∗, e∗, i∗)← step(i∗), d law(d∗), event(d∗, e∗)

occurs(e∗, i∗), prec h(d∗, i∗), head(d∗, l∗).

for all literals l∗, integers i∗, events e∗, and dynamic laws d∗.
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9. a rule of the form

directCause(e∗, i∗, l∗, j∗)← cce(i∗, l∗, j∗),

directEffect(l∗, e∗, i∗).

for all literals l∗, integers i∗, events e∗, and dynamic laws d∗.

A is closed under ΠA
direct. We will prove it for every rule of the program.

Rules of group [(1)]: obvious.

Rules of group [(2)]: The conclusion follows from Theorem 1 from [43].

Rules of group [(3)]: If the rule is in ΠA
direct, then ¬ocSat(o∗, j∗) 6∈ A and therefore o∗ ⊆ σj∗ by

construction of A. If the body is satisfied in A, then o∗ 6⊆ σj′∗ and j∗ = j′∗ + 1 by construction.

By Definition 4, if o∗ 6⊆ σj′∗ and o∗ ⊆ σj∗ , then σj∗ is a transition state of o∗. Finally, the atom

transitionState(l∗, j∗) ∈ A by construction of A.

Rules of group [(4)]: If the body is satisfied in A, then there exists a literal l∗ ∈ o∗ whose comple-

ment l∗ ∈ σj∗ by construction of A. Because σj∗ is consistent, it must be the case that l∗ 6∈ σj∗ ,

which can also be written as {l∗} 6⊆ σj∗ . Finally, we know from construction of A that whenever

there exists a literal l∗ ∈ o∗ such that {l∗} 6⊆ σj∗ , the atom ¬ocSat(o∗, j∗) is added to A.

Rules of group [(5)]: If the body is satisfied inA, then σi′∗ in ρ is a transition state of {l∗}, i′∗ = i∗+1,

σj∗ in ρ is a transition state of θ in ψ, and i < j by construction of A. By Definition 5, ε∗i is a

possibly causing compound event of l∗ for transition state σj∗ in ρ. Finally, A contains the atom

possiblyCausingCompoundEvent(i∗, l∗, j∗) by construction of the set.

Rules of group [(6)]: If the body is satisfied in A, then there exists possibly causing compound
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events εi∗ and εi′∗ of a literal l∗ ∈ σj∗ such that i∗ < i′∗. The atom ¬cce(i∗, l∗, j∗) is in the set A by

construction.

Rules of group [(7)]: If the rule is in ΠA
direct, then ¬cce(i∗, l∗, j∗) 6∈ A. If pcce(i∗, l∗, j∗)

inA, then ε∗i is a possibly causing compound event of l∗ for transition state σj∗ of ρ. Because

¬cce(i∗, l∗, j∗) 6∈ A, there there is no possibly causing compound event εi′∗ in ρ such that i∗ < i′∗.

By Definition 6, ε∗i is a causing compound event of l∗ for transition state σj∗ of ρ. By construction

of A, A contains an atom cce(i∗, l∗, j∗).

Rules of group [(8)]: If the body is satisfied in A, then there exists an elementary event e∗ ∈ εi∗ of ρ

and a dynamic law d∗ : e∗ causes l∗ if ω∗ and ω∗ ⊆ σi∗ . By the definition of direct effects in AL, l∗

is in the set E(e∗, σ∗i ). Therefore, A contains the atom directEffect(l∗, e∗, i∗) by construction.

Rules of group [(9)]: If the atoms cce(i∗, l∗, j∗) and directEffects(l∗, e∗, i∗) are in A, then εi∗ is

a causing compound event of l∗ for transition state σj∗ of θ in ρ and l∗ ∈ E(e∗, σi∗) for the

elementary event e∗ ∈ εi∗ . By Definition 7, e∗ ∈ εi∗ is a direct cause of l∗ for σj∗ . Finally,

directCause(e∗, i∗, l∗, j∗) is in the set A by construction. We have now proven that A is closed

under every rule of ΠA
direct.

A is the minimal set closed under the rules of ΠA
direct. We will prove this by assuming that there ex-

ists a set B ⊆ A such that B is closed under the rules of ΠA
direct, and by showing that B = A. Our

approach will be to show that whenever the head of a rule is in A, the body is in B. Then, because

the body is in B and from the fact that B is closed under the rules of the program, it follows that

the head is also in B. We will demonstrate this for every rule of the program and conclude that A

and B contain the same atoms.

First, the set α(ψ) ∈ B since these are the facts of ΠA
direct.
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Rules of group [2]: It is possible to apply the Splitting Set Theorem [56, 57] to Πdirect so that the

bottom of the program corresponds to α(SD,ΓD) from [43]. The restriction of A to the signature

of α(SD,ΓD) is an answer set of α(SD,ΓD) by Theorem 1 from [43] and therefore is minimal. This

tells us that whenever the literals of the form holds(·, ·), occurs(·, ·), step(·), next(·, ·), prec h(·, ·),

and all h(·, ·, ·) are in A, then must also be in B.

Rules of group [8]: If the head is in A, then by supportedness the body is also in A. By Theorem

1 of [43], we know that the body is also in B because the atoms are formed from the signature of

α(SD,ΓD). Because B is closed under the reduct, the head must also be in B.

Rules of group [4]: If the head of the rule is in A, then by supportedness, the body is in A. Because

the facts of A and B coincide, the body is also in B. By closedness of B, the head is also in B.

Rules of group [3]: If the head of the rule is in A, then again by supportedness, the body is in A. Be-

cause we have already demonstrated for rules of group 4 that literals of form ¬occSat(·, ·) coincide

in A and B, then the body is also in B. Because B is closed under the reduct, the head must also be

in B.

Leveraging this observation about literals of form transitionState(·, ·) coinciding in A and B, we

can similarly prove that the coincidence property holds for rules of group 5. Finally, the property

holds trivially for rules of groups 6,7, and 9.

We have just proven that for every rule r of the reduct, if head(r) belongs to A, then head(r)

belongs to B. By the supportedness property, every literal l ∈ A must be in the head of some rule.

Hence, all literals of A also belong to B. Therefore, A = B. We have proven that A is the minimal

set of atoms closed under the rules of the reduct ΠA
direct.
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Right-to-left.

Let A be an answer set of Πdirect. We will show that when the atom directCause(e, i, l, j) is in A,

then e ∈ εi is a direct cause for the literal l holding in the transition state σj of θ from ψ.

Because A is an answer set of Πdirect, A is also an answer set of the reduct ΠA
direct. Let us con-

sider groups 1 through 9 defined earlier as the reduct.

Rules of group (1): obvious.

Rules of group (2): The conclusion follows from Theorem 1 from [43].

Consider first rules of group 9. If the atom directCause(e∗, i∗, l∗, j∗) belongs to A, then there

must be at least one rule in group (9) whose body is satisfied by A by the supportedness property.

Therefore, the atom cce(i∗, l∗, j∗) and at least one atom directEffect(l∗, e∗, i∗) are in A.

Consider now the rules of group 8. We have already concluded that there exists at least one lit-

eral directEffect(l∗, e∗, i∗) must be in A. Hence, there must be at least one rule in group (9) whose

body is satisfied by A. From Theorem 1 of [43], we conclude that there is a dynamic law whose

preconditions are satisfied in state σi∗ and whose event belongs to εi∗ . By definition of the direct

effects of elementary event e∗ occurring in state σi∗ , l∗ belongs to E(e∗, σi∗) (and E(εi∗ , σi∗)).

In the case of rules of group 7, recall that we have earlier concluded that cce(i∗, l∗, j∗) must be in

A. By supportedness, pcce(i∗, l∗, j∗) ∈ A and, by construction of the reduct, ¬cce(i∗, l∗, j∗) 6∈ A. For

rules of group 5, we can similarly conclude that literals transitionState(o∗, i∗) and transitionState

(theta, j∗) are in A. Moreover, by the rules of group 3, ¬ocSat(o∗, i′∗), and ¬ocSat(theta, j′∗) are in

A, while the literals ¬ocSat(o∗, i∗) and ¬ocSat(theta, j∗) are not.
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Consider now the rules of group 4. Because we know that ¬ocSat(o∗, i′∗) is in A, then the body

of the corresponding rule of this group must be satisfied in A, including the literal holds(l∗, i′∗). By

the problem translation α(ψ), l∗ ∈ σi′∗ , which can also be written as and l∗ 6∈ σi′∗ . Also by α(ψ), we

know that l∗ is a member of outcome o∗, and because l∗ 6∈ σi′∗ it must also be true that o∗ 6⊆ σi′∗ .

Therefore, the condition in Definition 4 that outcome o∗ 6⊆ σi′∗ is satisfied when considering a pos-

sible transition state σi∗ of o∗.

Recall that if a rule of group 3 is in ΠA
direct, then the corresponding literal ¬ocSat(o∗, j∗) is not

in A. From the problem translation, step(j∗) and inOutcome(o∗, l∗) are facts in A. With these con-

ditions in mind and looking again at rules in group 4, we see that holds(l∗, j∗) must not be in A

for any l∗ such that inOutcome(l∗, o∗), otherwise ¬ocSat(o∗, j∗) would be in A, which would be

a contradiction. By the problem translation and the semantics of AL, it must be that l∗ ∈ σj∗ for

every l∗ ∈ o∗, hence o∗ ⊆ σj∗ . From our earlier conclusion and the fact that ¬ocSat(o∗, j′∗) ∈ A, we

get that o∗ 6⊆ σj′∗ , and therefore the conditions of Definition 4 are satisfied for outcome o∗ and state

σj∗ in ρ, hence σi∗ is a transition state of o∗ in ρ. At this point, we have shown that when literal

transitionState(o∗, j∗) is in A, then σj∗ is a transition state of o∗ in ρ.

Going back to rules of group 5, the literal pcce(i∗, l∗, j∗) is in A when A also contains literals

step(i∗), step(j∗), transitionState(olit(l∗), i′∗) and transitionState(theta, j∗) such that i′∗ = i∗ + 1

and i∗ < j∗. From our earlier conclusions and by the translation of ψ, we know that σi′∗ is a transi-

tion state of {l∗} and σj∗ is a transition state of θ. The conditions of Definition 5 are met in this case

and we conclude that the compound event εi∗ in ρ is a possibly causing compound event of l∗ for

the transition state σj∗ of θ whenever pcce(i∗, l∗, j∗) is in A.

Returning to the rules of group 6, the literal ¬cce(i∗, l∗, j∗) ∈ Awhen pcce(i∗, l∗, j∗) and pcce(i′∗,

l∗, j∗) are in A such that i∗ < i′∗. From our earlier conclusions, ε∗i and ε′∗i are both possibly causing
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compound events of l∗ for transition state σj∗ of the outcome o∗. However, the conditions of Defi-

nition 6 are violated due to the inequality of i∗ < i′∗. Therefore, ε∗i cannot be a causing compound

event of l∗ for the transition state σj∗ of θ whenever ¬cce(i∗, l∗, j∗) ∈ A.

Considering again the rules of group 7, the literal cce(i∗, l∗, j∗) is in A when pcce(i∗, l∗, j∗) is in

A and ¬cce(i∗, l∗, j∗) is not in A. We know from our earlier conclusions that ε∗i is a possibly causing

compound event of l∗ for transition state σj∗ of the outcome o∗ and that it does not violate the con-

dition of Definition 6 that there is no other possibly causing compound event for l∗ occurring after

εi∗ and before σj∗ . Therefore, εi∗ is a causing step of l∗ for transition state σj∗ of θ in ρ whenever

pcce(i∗, l∗, j∗) is in A and ¬cce(i∗, l∗, j∗) is not in A.

Finally, we consider once more the rules of group 9. The literal directCause(e∗, i∗, l∗, j∗) is in A

whenever directEffect(l∗, e∗, i∗) and cce(i∗, l∗, j∗) is inA. We also know that when directEffect(l∗, e∗, i∗)

is in A, then l∗ ∈ E(e∗, σi∗). We also know that when cce(i∗, l∗, j∗) is in A, then εi∗ is a causing com-

pound event of l∗ for the transition state σj∗ for outcome θ. In this case, the conditions of Definition

7 are satisfied and therefore the elementary event e∗ ∈ ε∗i is a direct cause of l∗ for the transition

state σj∗ of θ in ρ when the literal directCause(e∗, i∗, l∗, j∗) is in A.

Next we, state and prove soundness and completeness of Πindirect.

Theorem 2. Let ψ = 〈θ, ρ,AD〉 be a problem, εi be a compound event in ρ, σj be a transition state

of θ in ρ, l be a literal in θ, and Πψ be a problem translation of ψ. Given the program Πindirect =

Πψ ∪ ΠAL ∪ ΠT ∪ ΠC ∪ ΠI , compound event ε ∈ εi is a indirect cause of l holding in σj if-and-only-

if the atoms indirectCause(c, i, l, j) and subset(c, i) are in the answer set of Πindirect, as well as an atom

inSubset(e, c) for every e ∈ ε.

Proof. Left-to-right.

We begin by characterizing an answer set A of Πindirect containing an atom indirectCause(c, i, l, j):

The answer set first contains the problem translation set α(ψ).
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• Next, A contains an atom of form transitionState(theta, j∗) for every transition state σj∗ of θ

in ρ,

• and an atom transitionState(olit(l∗), i∗) for every transition state σ∗i of the singleton set {l∗}

for l∗ ∈ θ.

• A also contains an atom ¬ocSat(theta, i∗) for each state σi∗ in ρ such that θ 6⊆ σ∗i .

• Similarly, for l∗ ∈ θ where {l∗} 6⊆ σt∗ in ρ, A contains an atom ¬ocSat(olit(l∗), t∗).

• Given a literal l∗ ∈ θ and a transition state σj∗ of θ in ρ, A contains an atom pcce(i∗, l∗, j∗) for

every possibly causing compound event εi∗ of {l∗} for σj∗ .

• Given possibly causing compound events εi∗ and εi′∗ of {l∗} for σj∗ , A contains an atom

¬cce(i∗, l∗, j∗) when i∗ < i′∗.

• A also contains an atom cce(i∗, l∗, j∗) for every causing compound event ε∗i of a literal l∗ ∈ θ

for a transition state σ∗j of θ.

• For every literal l∗ ∈ E(e∗, i∗) where elementary event e∗ occurs at i∗ in ρ, A also contains an

atom directEffect(l∗, e∗, i∗).

• A contains an atom preservedPrec(s∗, l′∗, i′∗) for every state constraint s∗ and σi′∗ such that

prec(s∗) ⊆ σi′∗ and l∗ ∈ I(s∗, σi∗).

• A contains an atom directlyCausedPrec(s∗, λ(k∗, i∗), l′∗, i′∗) for every state constraint s∗, state

σi′∗ , and compound event εk∗ ⊆ εi∗ such that prec(s∗) ⊆ σi′∗ and l′∗ ∈M(s∗, εk∗ , σi′∗).

• A also contains an atom chain(λ(k∗, i∗), l∗, i′∗) for every static chain χ(εk∗ , l
∗, σi′∗).

• an atom gamma(n∗, nil, λ(k∗, i∗), l∗, i′∗) for the static chain χ(εk∗ , l
∗, σi′∗)

• For every link γ∗g in a static chain χ(εk∗ , l
∗, σi′∗), A contains the following:

– an atom gamma(g∗, s∗, λ(k∗, i∗), l∗, i′∗) for every state constraint s∗ in γj′∗

– an atom consquenceOfGamma(l′∗, g∗, λ(k∗, i∗), l∗, i′∗) for every l′∗ ∈ C(γg∗)
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– an atom preconditionOfGamma(p′∗, g∗, λ(k∗, i∗), l∗, i′∗) for every l′∗ ∈ P (γg∗)

– an atom causedByGamma(s∗, l′∗, g∗, λ(k∗, i∗), l∗, i′∗) for every state constraint s∗ ∈ γg∗

and l′∗ ∈ prec(s∗)

• Given a chain χ(εk∗ , l
∗, σi′∗) = 〈γ1, . . . , γn′∗〉, A contains the atom contributed(e∗, p′∗, λ(k∗,

i∗), l∗, i′∗) when p′∗ ∈ P ({γ1, . . . , γn∗}), e∗ ∈ ε∗i , and p′ ∈ E(e∗, σi∗−1).

• Given a chain χ(εk∗ , l
∗, σi′∗) = 〈γ1, . . . , γn∗〉, A contains an atom extraEvents(λ(k∗, i∗), l∗,

σi′∗) if there is some e∗ ∈ εk∗ such that E(e∗, σi∗) ∩ P ({γ1, . . . , γn∗}) = ∅.

• Finally, the set A contains an atom indirectCause(λ(k∗, i∗), i∗, l∗, j∗) for every compound

event εk∗ ⊆ εi∗ that is an indirect cause of l∗ for transition state σj∗ of θ.

Let us show that if ε′ is an indirect cause of l holding in σj , then A is an answer set of Πindirect by

proving that A is the minimal set of atoms closed under the rules of the reduct ΠA
indirect. As in the

proof of Theorem 1, we give a simplified form of the reduct where the occurrences of atoms of the

form next(i, j) have been unfolded into expressions j = i+ 1. ΠA
indirect contains:

1. set α(ψ)

2. all rules in ΠAL

3. rules of type (3) through (8) in the reduct ΠA
direct from Theorem 1.

4. a rule of the form

preservedPrec(s∗, l′∗, i′∗)← s law(s∗), prec h(s∗, i′∗),

prec(s∗, x∗, l′∗), holds(l′∗, i∗),

i′∗ = i∗ + 1.

for all state constraints s∗, fluent literals l∗, and integers i∗, i′∗, and x∗.
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5. a rule of the form

directlyCausedPrec(s∗, c∗, l∗, i′∗)← s law(s∗), prec h(s∗, i∗), inSubset(e∗, c∗),

prec(s∗, x∗, l′∗), directEffect(l∗, e∗, i∗),

holds(l∗, i∗), i′∗ = i∗ + 1.

for all state constraints constraints s∗, fluent literals l∗, elementary events e∗, subsets c∗, and

integers i∗, i′∗, and x∗.

6. a rule of the form

gamma(1, s∗, c∗, l∗, i′∗)← subset(c∗, i∗), holds(l∗, i′∗), s law(s∗),

prec h(s∗, i′∗), i′∗ = i∗ + 1,

#count{l∗1 : preservedPrec(s∗, l∗1, i
′∗)} = n∗1,

#count{l∗2 : directlyCausedPrec(s∗, c∗, l∗2, i
′∗)} = n∗2,

n∗2 > 0,

#count{l∗3 : prec(s∗, x∗, l∗3), l∗3! = nil} = n∗3,

n∗3 = n∗1 + n∗2.

for all state constraints constraints s∗, fluent literals l∗, elementary events e∗, subsets c∗, and

integers i∗, i′∗,g∗ l∗1 , l∗2 , l∗3 , n∗1, n∗2, n∗3, and x∗.
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7. a rule of the form

gamma(g∗ + 1, s∗, c∗, l∗, i′∗)←subset(c∗, i∗), holds(l∗, i′∗), s law(s∗),

prec h(s∗, i′∗), i′∗ = i∗ + 1,

gamma(g∗, x∗, c∗, l∗, i′∗),

#count{l∗1 : preservedPrec(s, l∗1, i
′∗)} = n∗1,

#count{l∗2 : directlyCausedPrec(s∗, c∗, l∗2, i
′∗)} = n∗2,

#count{l∗3 : causedByGamma(s∗, l∗3, g
∗, c∗, l∗, i′∗)} = n∗3,

n∗3 > 0,

#count{l∗4 : causedByGamma(s∗, l∗4, g
′∗, c∗, l∗, i′∗),

g′∗ <= (g∗ − 1)} = n∗4,

#count{l∗5 : prec(s∗, x∗, l∗5, l
∗
5 ! = nil} = n∗5,

n∗5 = n∗1 + n∗2 + n∗3 + n∗4,

for all state constraints constraints s∗, fluent literals l∗, elementary events e∗, subsets c∗, and

integers i∗, i′∗, l∗1 , l∗2 , l∗3 , l∗4 , l∗5 , n∗1, n∗2, n∗3, n∗4, n∗5, g∗, and x∗ such that consequenceOfGamma(l∗,

g∗, c∗, l∗, i∗) is not in A.

8. a rule of the form

consequenceOfGamma(l′∗, g∗, c∗, l∗, i′∗)← gamma(g∗, s∗, c∗, l∗, i′∗), head(s∗, l′∗).

for all state constraints s∗, fluent literals l∗ and l′∗, subsets c∗, and integers i∗ and g∗.

9. a rule of the form

preconditionOfGamma(p∗, g∗, c∗, l∗, i′∗)← gamma(g∗, s∗, c∗, l∗, i′∗),

prec(s∗, x∗, p∗), p∗! = nil.
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for all state constraints s∗, fluent literals l∗ and p∗, subsets c∗, and integers i∗, g∗, and x∗.

10. a rule of the form

causedByGamma(s∗, l′∗, g∗, c∗, l∗, i′∗)← s law(s∗), prec h(s∗, i′∗),

prec(s∗, x∗, l′∗),

consequenceOfGamma(l′∗, g∗, c∗, l∗, i′∗).

for all state constraints s∗, fluent literals l∗ and l′∗, subsets c∗, and integers i∗, g∗, and x∗.

11. a rule of the form

chain(c∗, l∗, i′∗)← gamma(n∗, s∗, c∗, l∗, i′∗),

consequenceOfGamma(l∗, n∗, c∗, l∗, i′∗).

for all state constraints s∗, fluent literals l∗, subsets c∗, and integers i∗ and n∗.

12. a rule of the form

contributed(e∗, p∗, c∗, l∗, i′∗)← preconditionOfGamma(p∗, y∗, c∗, l∗, i′∗),

inSubset(e∗, c∗), directEffect(p∗, e∗, i∗),

i′∗ = i∗ + 1.

for all fluent literals l∗ and p∗, subsets c∗, elementary events e∗, and integers i∗, i′∗ and y∗.

13. a rule of the form

extraEventsInSubset(c∗, l∗, i∗)← chain(c∗, l∗, i′∗),

inSubset(e∗, c∗),

i′∗ = i∗ + 1. (5.43)
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for all fluent literals l∗, subsets c∗, elementary events e∗, and integers i∗, i′∗ and j∗ such that

contributed(e∗, p∗, c∗, l∗, i′∗) 6∈ A.

14. a rule of the form

indirectCause(c∗, i∗, l∗, j∗)← cce(i∗, l∗, j∗),

chain(c∗, l∗, i′∗), i′∗ = i∗ + 1.

for all fluent literals l∗, subsets c∗, and integers i∗, i′∗, and j∗ such that extraEventsInSubset(c∗,

l∗, i′∗) is not in A.

A is closed under ΠA
indirect. We will prove it for every rule of the program.

Rules of group [1]: obvious.

Rules of group [2)]: The conclusion follows from Theorem 1 from [43].

Rules of group [3)]: The conclusion follows from Theorem 1 from this dissertation.

Rules of group [4]: If the body of the rule is in A, then there exists a state constraint s∗ : l∗0 if ω∗ in

AD such that ω∗ ⊆ σi′∗ and a literal l′∗ ∈ ω∗ such that l′∗ ∈ σi∗ where i′∗ = i∗ + 1. It is straightfor-

ward to verify that l′∗ is also in the set I(s∗, σi′∗). Therefore, the atom preservedPrec(s∗, l′∗, i′∗) ∈ A

by construction of A.

Rules of group [5]: If the body of the rule is in A, then there exists a state constraint s∗ : l∗0 if ω∗

in AD such that ω∗ ⊆ σi′∗ , a literal l′∗ ∈ ω∗ such that l∗ ∈ σi∗ where i′∗ = i∗ + 1, and a subset ek∗

corresponding to the subset identifier c∗ such that l′∗ ∈ E(ek∗ , σi∗). It is straightforward to verify

that l′∗ ∈ D(s∗, σi∗). By construction ofA, the atom directlyCausedPrec(s∗, λ(k∗, i∗), l′∗, i′∗) is inA.

CHAPTER 5: IMPLEMENTATION 5.2 THEORETICAL RESULTS



73

Rules of group [6]: If the body of the rule is inA, then there exists a state constraint s∗ : l′∗ if ω∗ such

that prec(s∗) ∈ σi′∗ , a subset λ(k∗, i∗) corresponding to identifier c∗, and i′∗ = i∗+ 1. If line 3 of this

rule is satisfied, then the cardinality of the set of atoms in A of form preservedPrec(s∗, l∗1, i
′∗) is n∗1.

Similarly, if line 4 is satisfied, then the cardinality of the set of atoms in A of form directlyCaused−

Prec(s∗, c∗, l∗1, i
′∗) is n∗2, where n∗2 > 0, and if line 6 is satisfied then the cardinality of the set of

atoms in A of form prec(s∗, x∗, l∗3) is n∗3. Finally, if line 7 is satisfied, then n∗3 = n∗1 + n∗2. Re-

call that l′∗ ∈ I(s∗, σi′∗) when preservedPrec(s∗, l′∗, i′∗) and a literal l′∗ ∈ M(s∗, c∗, i′∗) when

directlyCausedPrec(s∗, c∗, l′∗, i′∗) in A. We conclude that Condition 1 of Definition 9 is satisfied

and there is a link γ1 in the static chain χ(c∗, l∗, i′∗) which contains a state constraint s∗ for every

atom in A of the form gamma(1, s∗, c∗, l∗, i′∗).

Rules of groups [7], (8), and (10): Leveraging what we concluded about rule of group (6), one can

check by induction that A is closed under the rules of these groups.

Rules of group [11]: If the body is satisfied, it means that there is some γn∗ in the static chain

χ(c∗, l∗, i′∗) and l′∗ belongs to the set C(γn∗). By Definition 9, we have shown that this is a static

chain, and therefore the head is in A by α(ψ).

Rules of group [12]: It the body of this rule is satisfied then there is a subset an elementary event

e∗ ⊆ εk∗) (via subset identifier c∗) such that p∗ ∈ E(e∗, σi∗). Leveraging reasoning similar to that

used for proving closure for rules of group [8], we see that for rules of group [9], if preconditionOf

Gamma(p∗, g∗, c∗, l∗, i′∗) is in A, then p∗ ∈ P (γg∗) in the static chain χ(c∗, l∗, i∗) where i′∗ = i∗ + 1.

If line 1 of this rule is satisfied, then e∗ directly caused p∗ ∈ P ({γ1, . . . , γy∗ , . . . , γn∗}) to hold. By

construction of A, contributed(e∗, p′∗, c∗, l∗, i′∗) ∈ A.

Rules of group [13]: If the rule is in A, then contributed(e∗, p′∗, λ(k∗, i∗), l∗, i′∗) is not in A. If

the body of the rule is satisfied, conclusions from earlier considered groups can be leveraged
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to conclude that there is an elementary event e∗ ∈ εk∗ , where εk∗ ⊆ εk∗ , such that E(e∗, σi∗) ∩

P ({γ1, . . . , γn∗}) = ∅. By construction of A, the atom extraEvents(λ(k∗, i∗), l∗, σi′∗) is in A.

Rules of group [14]: If the rule is in A, then extraEvents(λ(k∗, i∗), l∗, σi′∗) is not in A, satisfying

condition 2 of Definition 10. If the body is satsified, then εk∗ ⊆ εi∗ is a causing compound event

of l for the transition state σj∗ of θ in ρ, χ(c∗, l∗, i∗) is a static chain, and i′∗ = i∗ + 1. We conclude

that Condition 1 of Definition 10 is satisfied, hence εk∗ ⊆ εi∗ in ρ is an indirect cause of l∗ for tran-

sition state θ in ρ. The elementary events in εk∗ corresponds to the set of all e∗ such that an atom

inSubset(e∗, c∗) is in A.

A is the minimal set closed under the rules of ΠA
indirect. We will prove this by assuming that there

exists a set B ⊆ A such that B is closed under the rules of ΠA
indirect, and by showing that B = A

using an approach similar to that used in proving Theorem 1.

First, the set α(ψ) ⊂ B since these are the facts of ΠA
indirect.

Rules of group [2]: It is possible to apply the Splitting Set Theorem [56, 57] to Πdirect so that the

bottom of the program corresponds to α(SD,ΓD) from [43]. The restriction of A to the signature

of α(SD,ΓD) is an answer set of α(SD,ΓD) by Theorem 1 from [43] and therefore is minimal. This

tells us that whenever the literals of the form holds(·, ·), occurs(·, ·), step(·), next(·, ·), prec h(·, ·),

and all h(·, ·, ·) are in A, then they must also be in B.

Rules of group [3]: Using reasoning analogous to the proof of Theorem 1 of this dissertation, we

can prove that all atoms in A are also in B for rules of group [3].

Rules of group [4]: If the head of the rule is in A, then by supportedness the body is also satisfied

in A. By Theorem 1 of [43] and because the atoms of A and B coincide, the body is also in the set

B. By closedness of B, the head is also in B.

CHAPTER 5: IMPLEMENTATION 5.2 THEORETICAL RESULTS



75

Rules of group [5]: When the head is in A, then again by supportedness the body must also be

satisfied inA. By Theorem 1 of [43], the facts of α(ψ), and leveraging the observation that the heads

of rules in group [3] coincide in A and B, then the body of rules of this group must also be in B.

Because B is closed under the reduct, the head must also be in B.

Rules of group [6]: If the head of a rule of this group is in the setA, then by supportedness the body

must also be satisfied in A. Using our conclusions about coincidence of heads of rules of groups [4]

and [5], Theorem 1 of [43], and the coincidence of facts in A and B, then the body must also be in

B. By closedness of B, the head must also be in B.

Rules of groups [7], [8], [10[]: Leveraging our conclusions about rules of group [6], the facts coin-

ciding in A and B, and Theorem 1 of [43], it can be verified by induction that the heads of these

rules coincide in groups A and B.

Rules of group [11]: If the head is in A, then the body is satisfied A by supportedness. Using our

conclusions from reasoning about rules of groups rules of groups [6], [7] and [8], the body of the

rule must also be satisfied in B, and the head is in B because it is closed under the reduct.

Rules of group [9]: When the head is in A, then the body must be satisfied in A by supportedness.

Because the facts in α(ψ) and heads of rules of groups [6] and [7] coincide in sets A and B, then the

body is satisfied in B. By closedness, the head is also in B.

Rules of group [12]: If the head is in A, then, again by supportedness, the body must be satisfied

in A. Because the heads of rules in groups [1], [3], and [9] coincide in sets A and B, then the body

must also be satisfied in B. The head is also in B because B is closed under the reduct.
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Rules of group [13]: If the head of the rule is in A, then the body is satisfied in A by supportedness.

Because the heads of rules of groups [1], [6], and [7] coincide in A and B, the body is also satisfied

in B. Therefore, by closedness, head must also be in B.

Rules of group [14]: If the head of the rule is in A, then the body must also be satisfied in A. We

know that when cce(i∗, l∗, j∗) is in A it is also in B because of our consideration of rules of group

[3], and we have already concluded that the heads of rules of group [11] coincide in A and B.

Therefore, the body is also in B, and by closedness the head is also in B.

We have just proven that for every rule r of the reduct, if head(r) belongs to A, then head(r)

belongs to B. By the supportedness property, every literal l ∈ A must be in the head of some rule.

Hence, all literals of A also belong to B. Therefore, A = B. We have proven that A is the minimal

set of atoms closed under the rules of the reduct ΠA
indirect.

Right-to-left.

Let A be an answer set of Πindirect and A include atoms indirectCause(c, i, l, j), subset(c, i), as well

as atoms for all elementary events e∗ such that inSubset(e∗, c) ∈ A. We will show then ε′ ∈ εi is an

indirect cause for the literal l holding in the transition state σj of θ from ψ, where ε′ is the set of all e∗.

Because A is an answer set of Πindirect, A is also an answer set of the reduct ΠA
indirect. We will

consider the groups [1] through [14] as the reduct.

Rules of group [1]: obvious.

Rules of group [2]: The conclusion follows from Theorem 1 from [43].

Rules of group [3]: The conclusion follows from Theorem 1 from this dissertation.
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Consider first rules of group [14]. If the atom indirectCause(c, i, l, j) is in A, then by construc-

tion of the reduct ΠA
indirect, then extraEventsInSubset(c∗, l∗, i∗) must not be inA. Additionally, the

body of the corresponding rule in group [14] must be satisfied in A by the supportedness property

because A is closed under ΠA
indirect. Therefore, the atoms cce(i∗, l∗, j∗) and chain(c∗, l∗, i′∗) are in

A such that i′∗ = i∗ + 1. Using reasoning analogous to the proof of Theorem 1, i∗ must be a caus-

ing compound event of l∗ for σj∗ because cce(i∗, l∗, j∗) ∈ A. Also, by construction of the reduct,

the atom extraEventsInSubset(c∗, l∗, i′∗) is not in A. Similarly for rules of group [11], we have

already determined that atom chain(c∗, l∗, i′∗) ∈ A, therefore the atoms gamma(1, s∗, c∗, l∗, i′∗) and

consequenceOfGamma(l∗, n∗, c∗, l∗, i′∗) are also in A by supportedness.

Consider now rules of group [6]. We have concluded that the atom gamma(1, s∗, c∗, l∗, i′∗) is

in A. By supportedness, A must include an atom subset(c∗, i∗). There must be a compound event

εk∗ ⊆ εi∗ in the path ρ by construction of the problem translation α(ψ). By the semantics of AL,

there must also be states σi∗ and σi′∗ in ρ. A also includes atom holds(l∗, i′∗) and, by α(ψ), l∗ ∈ σi′∗ .

Now let us consider the #count aggregates from group [6]. Their atoms are obtained from rules

of group [4] and rules of group [5]. For the first group, if preservedPrecs(s∗, l′∗, i′∗) ∈ A, then

by supportedness and from Theorem 1 of [43], we can conclude that there is a state constraint s∗

whose preconditions are satisfied in the state σi′∗ , l′∗ ∈ prec(s∗) and therefore l′∗ ∈ σi′∗ . From the

construction of α(ψ) we can further reason that l′∗ ∈ σi∗ . Because we know that l′∗ ∈ σi′∗ , l′∗ ∈ σi∗ ,

and l′∗ ∈ prec(s∗) is also true, we can conclude that l′∗ is in the set of s∗’s preserved preconditions

I(s, σi′∗) if preservedPrecs(s∗, l′∗, i′∗) ∈ A.

For group [5], our earlier conclusions about σi′∗ and εk∗ can be leveraged together with reason-

ing analogous to the proof of Theorem 1 of this dissertation, Theorem 1 from [43], as well as the

translation α(ψ) to conclude that if an atom directlyCausedPrec(s∗, e∗, l′∗, i∗) belongs to A, then

CHAPTER 5: IMPLEMENTATION 5.2 THEORETICAL RESULTS



78

l′∗ ∈ prec(s∗) and l′∗ ∈ E(e∗, σi∗) for every elementary event e∗ ⊆ εk∗ . It can be further reasoned us-

ing these conclusions and the earlier conclusion that l∗ 6∈ σi∗ that l′∗ is a member of the set of s∗’s di-

rectly caused preconditions in σi∗M(s∗, εk∗ , σi′∗) when the atom directlyCausedPrec(s∗, e∗, l′∗, i∗) ∈

A.

Returning to rules of group [6], we find that A must also contain atoms s law(s∗), one ore more

atoms of the form prec(s∗, x∗, l′∗) as well as an atom prec h(s∗, i′∗). By Theorem 1 of [43], we can

conclude that there is a state constraint s∗ whose preconditions are satisfied in the state σi′∗ . Next,

recall that by the semantics of the aggregate operator #count, an aggregate literal is satisfied if the

cardinality of its argument with respect to A is equal to the term u of the aggregate atom. Because

we know that the body of this rule is satisfied by supportedness from our earlier consideration

of rules of group [11], it must be the case that A contains n∗3 atoms of the form prec(s∗, x∗, l∗)

such that l∗ 6= nil. Additionally, n∗2 ≥ 1 and therefore there is at least one atom of the form

directlyCausedPrec(s∗, e∗, l′∗, i′∗) in A. We can now reason that if the body of a rule in this group

is satisfied in A, then n∗1 is the cardinality of I(s, σi′∗) from our consideration of rules of group 4, n∗2

is the cardinality of M(s∗, εk∗ , σi′∗) from our consideration of rules of group [5], and n∗3 is the cardi-

nality of atoms prec(s∗, x∗, l′∗) ∈ A by α(ψ). From here, we conclude that Condition 1 of Definition

9 for the chain χ(c∗, l∗, i′∗) is satisfied because there is no overlap among the preconditions of s∗

that have been preserved by inertia and those that have been caused directly. We have shown that

if gamma(1, s∗, c∗, l∗, i′∗) ∈ A, there exists a sequence 〈γ1, · · ·〉 satisfying Condition 1 of Definition

9 and s∗ ∈ γ1.

For rules of group [7], we it can be checked by induction and reasoning analogous to rules of

group [6] that when gamma(g∗, s′∗, c∗, l∗, i′∗) ∈ A, there exists a sequence 〈γ1, . . . , γg∗ , · · ·〉 such that

Condition 2b of Definition 9 is satisfied for the no overlap case1 and that s′∗ ∈ γg∗ . Moreover, we

conclude that when consequenceOfGamma(l′∗, g∗, c∗, l∗, i′∗) and causedByGamma(s∗, l′∗, g∗, l∗, i′∗)

1Recall that testing for such cases is trivial and adding the support to the program does not significantly change the proof
strategy for a similar theorem.
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are in A, l′∗ ∈ P (γg∗), where l∗ ∈ prec(s∗).

Considering now rules of group [11], recall that earlier we concluded that chain(c∗, l∗, i∗) is in

A. Therefore, atoms gamma(n∗, s∗, c∗, l∗, i′∗) and consequenceOfGamma(l∗, n∗, c∗, l∗, i∗) are also

inA. As we have concluded above, we know that because these atoms areA, there exists a sequence

〈γ1, . . . , γg∗ , · · ·〉 such that l∗ ∈ C(γg∗) (i.e., l∗ is a consequence of γg∗ ), making it the final link of the

chain by Definition 9. Therefore, we can conclude that when chain(c∗, l∗, i∗) is in A, there exists a

static chain χ(c∗, l∗, i∗) = 〈γ1, . . . , γn∗〉.

Before returning to rules of group [14], we draw attention to the fact that it is straightforward to

demonstrate by considering rules of groups [9], [12], and [13] that if the atom extraEventsInSubset

(c∗, l∗, i∗) is in A, then there exists at least one elementary event e∗ ∈ ek∗ such that E(e∗, σi∗) ∩

P ({γ1, . . . , γn∗}) 6= ∅. The verification is achieved using similar reasoning as used for earlier con-

sidered groups, Theorem 1 from [43], the construction of the reduct, and the supportedness prop-

erty.

Once more considering rules of group [14], recall that that the atoms cce(i∗, l∗, j∗) and chain(c∗,

l∗, i∗) are in A by supportedness, and that εi must be a causing compound event of l∗ for the

transition state σj of the outcome θ, from reasoning analogous to the proof of Theorem 1 of this

dissertation. From our earlier conclusion, whenever chain(c∗, l∗, i∗) ∈ A, there exists a static chain

χ(c∗, l∗, i∗) = 〈γ1, . . . , γ∗n〉 which satisfies Condition 1 of the definition of indirect cause for com-

pound event ek ∈ εi, literal l∗, and the transition state σj∗ of θ. By construction of the reduct, the

atom extraEventsIn(c∗, i∗, l∗) is not in A, therefore Condition 2 of Definition 10 is satisfied, alow-

ing us to conclude that when the atom indirectCause(c∗, i∗, l∗, j∗) is inA, then the compound event

ek∗ corresponding to c∗ is an indirect cause of l∗ for the transition state σj∗ of θ in ρ.

We have guaranteed the correctness of the implementation for direct cause and the improved

version of indirect cause. Next, we present two examples from Chapter 4 encoded in ASP.
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5.3 ASP Examples

5.3.1 Extended Yale Shooting Problem

Next, we present the translation of the problem ψY from Chapter 4 translated to ASP without the

translation of ψY ’s outcome θY = {¬isAlive(turkey)}. We then give the ASP translation θY , θ′Y ,

and θ′′Y , and show that the answer set of Πdirect ∪ α(ψ) unioned with each outcome contains the

expected cause.

YSP Problem Instance α(ψY ):

%%%%%% EVENTS %%%%%%

event(handsGun(tommy)).

event(loads(suzy,gun)).

event(shoots(suzy,turkey)).

occurs(handsGunTo(suzy),1).

occurs(loads(suzy,gun),2).

occurs(shoots(suzy,turkey),3).

step(1..4).

subset(c1,1).

inSubset(handsGunTo(suzy),c1).

subset(c2,2).

inSubset(loads(suzy,gun),c2).

subset(c3,3).

inSubset(shoots(suzy,turkey),c3).

%%%%%% STATES %%%%%%

holds(isAlive(turkey),1).

holds(neg(isLoaded(gun)),1).

holds(neg(hasGun(suzy)),1).

holds(isAlive(turkey),2).

holds(isLoaded(gun),2).

holds(neg(hasGun(suzy)),2).

holds(isAlive(turkey),3).

holds(isLoaded(gun),3).

holds(hasGun(suzy),3).

fluent(isAlive(turkey)).

fluent(hasGun(suzy)).

fluent(isLoaded(gun)).

%%%%%% ACTION DESCRIPTION %%%%%%
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d_law(d1).

head(d1,hasGun(suzy)).

event(d1,handsGun(tommy)).

prec(d1,1,nil).

d_law(d2).

head(d2,isLoaded(gun)).

event(d2,loads(suzy,gun)).

prec(d2,1,neg(isLoaded(gun))).

prec(d2,2,nil).

d_law(d3).

head(d3,neg(isAlive(turkey))).

event(d3,shoots(suzy,turkey)).

prec(d3,1,isAlive(turkey)).

prec(d3,2,nil).

d_law(d4).

head(d4,neg(isAlive(turkey))).

event(d4,shoots(suzy,turkey)).

prec(d4,1,isAlive(turkey)).

prec(d4,2,nil).

i_law(im1).

head(im1,neg(isAlive(turkey))).

prec(im1,1,neg(isLoaded(gun))).

prec(im1,2,nil).

The translation of α(θY ) of θY = {¬isAlive(turkey)} is:

outcome(theta).

inOutcome(neg(isAlive(turkey)),theta).

outcome(olit(neg(isAlive(turkey)))).

inOutcome(neg(isAlive(turkey)),olit(neg(isAlive(turkey)))).

and the answer set of Πdirect ∪ α(ψY ) ∪ α(θY ) contains:

directcause(shoots(suzy,turkey),3,neg(isAlive(turkey)),4).

Theorem 1 guarantees that shoots(suzy, turkey) ∈ ε3 is a direct cause of

¬isAlive(turkey) for state σ4. The translation of α(θ′Y ) of θ′Y = {isLoaded(gun)} is:

outcome(theta).

inOutcome(neg(isAlive(turkey)),theta).

outcome(olit(neg(isAlive(turkey)))).
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inOutcome(neg(isAlive(turkey)),olit(neg(isAlive(turkey)))).

and the answer set of Πdirect ∪ α(ψY ) ∪ α(θ′Y ) contains:

directcause(loads(suzy,gun),2,isLoaded(gun),3).

Theorem 1 guarantees that loads(suzy, gun) ∈ ε2 is a direct cause of isLoaded(gun) for state σ3. The

translation of α(θ′′Y ) of θ′′Y = {hasGun(suzy)} is:

outcome(theta).

inOutcome(hasGun(suzy),theta).

outcome(olit(hasGun(suzy))).

inOutcome(hasGun(suzy),olit(hasGun(suzy))).

and the answer set of Πdirect ∪ α(ψY ) ∪ α(θ′′Y ) contains:

directcause(handsGun(tommy),1,hasGun(suzy),2).

Theorem 1 guarantees that handsGun(tommy) ∈ ε1 is a direct cause of hasGun(suzy) for state σ3.

5.3.2 Self-driving Car Problem

Next, we present the translation of the problem ψS from Chapter 4 translated to ASP without the

translation of ψS ’s outcome θS = {¬error(crash)}. We then give the ASP translation θS , θ′S , and

θ′′S . Finally, we show that the answer set of Πindirect ∪ α(ψ) unioned with α(thetaS) contains the

expected cause, and similarly that Πdirect ∪ α(ψ) unioned with the translations of α(θ′S) and α(θ′′S)

contain the expected causes.

Self-driving Car Problem Instance α(ψS):

%%%%%% EVENTS %%%%%%

occurs(report(obst,o1),1).

occurs(report(analyze,d1),1).

occurs(report(d(accel),d1),2).

occurs(report(analyze,o1),2).

occurs(report(obst,o2),3).

occurs(report(analyze,d2),3).

occurs(report(act(accel),c1),3).
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event(report(obst,o1)).

event(report(analyze,d1)).

event(report(d(accel),d1)).

event(report(analyze,o1)).

event(report(obst,o2)).

event(report(analyze,d2)).

event(report(act(accel),c1)).

step(1..4).

subset(c1,1).

inSubset(report(obst,o1),c1).

subset(c2,1).

inSubset(report(analyze,d1),c2).

subset(c3,1).

inSubset(report(obst,o1),c3).

inSubset(report(analyze,d1),c3).

subset(c4,2).

inSubset(report(analyze,o1),c4).

subset(c5,2).

inSubset(report(d(accel),d1),c5).

subset(c6,2).

inSubset(report(analyze,o1),c6).

inSubset(report(d(accel),d1),c6).

subset(c7,3).

inSubset(report(obst,o2),c7).

subset(c8,3).

inSubset(report(act(accel),c1),c8).

subset(c9,3).

inSubset(report(analyze,d2),c9).

subset(c10,3).

inSubset(report(obst,o2),c10).

inSubset(report(act(accel),c1),c10).

subset(c11,3).

inSubset(report(obst,o2),c11).

inSubset(report(analyze,d2),c11).

subset(c12,3).

inSubset(report(act(accel),c1),c12).

inSubset(report(analyze,d2),c12).

subset(c13,3).

inSubset(report(obst,o2),c13).
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inSubset(report(act(accel),c1),c13).

inSubset(report(analyze,d2),c13).

%%%%%% STATES %%%%%%

holds(neg(error(crash)),1).

holds(neg(infer(crash)),1).

holds(neg(known(obst)),1).

holds(neg(mustAct(accel)),1).

holds(obst(o1),1).

holds(obst(o2),1).

holds(dec(d1),1).

holds(dec(d2),1).

holds(control(c1),1).

holds(neg(error(crash)),2).

holds(neg(infer(crash)),2).

holds(known(obst),2).

holds(neg(mustAct(accel)),2).

holds(obst(o1),2).

holds(obst(o2),2).

holds(dec(d1),2).

holds(dec(d2),2).

holds(control(c1),2).

holds(neg(error(crash)),3).

holds(neg(infer(crash)),3).

holds(known(obst),3).

holds(mustAct(accel),3).

holds(obst(o1),3).

holds(obst(o2),3).

holds(dec(d1),3).

holds(dec(d2),3).

holds(control(c1),3).

holds(error(crash),4).

holds(infer(crash),4).

holds(known(obst),4).

holds(mustAct(accel),4).

holds(obst(o1),4).

holds(obst(o2),4).

holds(dec(d1),4).

holds(dec(d2),4).

holds(control(c1),4).

fluent(dec(d2)).

fluent(infer(crash)).

fluent(obst(o1)).

fluent(obst(o2)).

fluent(error(crash)).

fluent(control(c1)).

fluent(known(obst)).

fluent(dec(d1)).

fluent(mustAct(accel)).
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%%%%%% ACTION DESCRIPTION %%%%%%

d_law(d1).

head(d1,known(obst)).

event(d1,report(obst,o1)).

prec(d1,1,obst(o1)).

prec(d1,2,nil).

d_law(d2).

head(d2,mustAct(accel)).

event(d2,report(d(accel),d1)).

prec(d2,1,dec(d1)).

prec(d2,2,nil).

d_law(d3).

head(d3,infer(crash)).

event(d3,report(act(accel),c1)).

prec(d3,1,known(obst)).

prec(d3,2,nil).

s_law(s1).

head(s1,error(crash)).

prec(s1,1,infer(crash)).

prec(s1,2,nil).

The translation of α(θS) of θY = {error(crash)} is:

outcome(theta).

inOutcome(error(crash),theta).

outcome(olit(error(crash))).

inOutcome(error(crash),olit(error(crash))).

and the answer set of Πindirect ∪ α(ψY ) ∪ α(θY ) contains:

indirectcause(c8,3,error(crash),4).

inSubset(report(act(accel),c1),c8).

Theorem 2 guarantees that {report(act(accel, c1)} ⊂ ε3 is an indirect cause of error(crash) for state

σ4. The translation of α(θ′S) of θ′S = {mustAct(accel)} is:

outcome(theta).

inOutcome(mustAct(accel),theta).

outcome(olit(mustAct(accel))).

inOutcome(mustAct(accel),olit(mustAct(accel))).
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and the answer set of Πdirect ∪ α(ψY ) ∪ α(θ′Y ) contains:

directcause(report(d(accel),d1),2,mustAct(accel),3).

Theorem 1 guarantees that report(d(accel), d1) ∈ ε2 is an indirect cause of

mustAct(accel) for state σ3. Finally, the translation of α(θ′′S) of θ′′S = {mustAct(accel)} is:

outcome(theta).

inOutcome(known(obst),theta).

outcome(olit(known(obst))).

inOutcome(known(obst),olit(known(obst))).

and the answer set of Πdirect ∪ α(ψY ) ∪ α(θ′′Y ) contains:

directcause(report(obst,o1),1,known(obst),2).

Theorem 1 guarantees that report(obst, o1) ∈ ε1 is an indirect cause of known(obst) for state σ2. For

both of the above examples, the implementations return answers that are in line both with intuition

and the results of the theoretical framework.

In this chapter, we presented an implementation of the theoretical framework, proved the

soundness and completeness of the implementation for the definition of direct cause and the im-

proved definition of indirect cause. We have also presented the ASP encodings of the extended

Yale Shooting Problem and the self-driving car example from Chapter 4. We next explore the im-

plementation’s practical feasibility in a series of empirical studies of its performance for a number

of interesting challenges.
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Chapter 6: Empirical Studies

In this section we present results from empirical studies aiming to assess the practical feasibility of

the approach with respect to time. We believe that it is important to To the best of our knowledge,

there is no established set of benchmarks for the type of reasoning presented in this dissertation,

and so we have generated a set of novel problem instances that allow us to examine and make

initial conclusions about the performance of the implementation on a number of interesting cases.

The first three experiments test the implementation on two types of automatically generated

problem instances. In the first type of problem, N events occur simultaneously in the first step and

cause N literals that do not hold in the first step to hold in the subsequent step. We refer to a set

of causes occurring under these conditions as fully concurrent. In the second type of problem, N

events occur over N steps (one per step), causing N literals that do not hold in the first step to hold

by the N + 1’th step. We refer to these cases as strict sequences. We generate fully concurrent and

strict sequence cases for direct and indirect causes, and for each case we want to explain how all

N literals have been made to hold in the final step of the path. In these cases, all static chains of

indirect causes are of length 1.

In the fourth and fifth experiments, we test the implementation on two additional types of

automatically generated problem instances where static chains have length greater than or equal

to 1. In the first type, one event occurs in the first step and indirectly causes a single literal to hold

in in the next step via a static chain of length C. We refer to this case as a single-source chain. In the

second type, N events occur simultaneously in the first state, each of which sets off a unique “chain

reaction”, the ramifications of the N events occurring together cause a single literal to hold in the

subsequent state, and we refer to this case as a multi-source or N -source chain.
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6.1 Full Concurrency and Strict Sequences

In the first group of experiments, we compare the time required to compute direct and indirect

causes for increasingly large instances of fully concurrent and strict sequence cases.

6.1.1 Setup

Given a value N , 4N problem instances for this experiment are generated as follows:

1. Fully Concurrent Direct Cause (FCDC): For every value in {1, . . . , N}, a problem instance is

generated with N events, N fluents, and one dynamic law for each of the N events, the heads

of which are non-negated literals corresponding the theN fluents. In other words, each event

directly causes a single literal to hold in the subsequent state. All fluents are negated in step

1 of the path. All N events occur at step 1 of the path, and all N fluents are non-negated in

step 2. The outcome consists of the literals in step 2.

2. Strict Sequence Direct Cause (SSDC): For every value in {1, . . . , N}, a problem instance is gen-

erated in a similar way to FCDC instances, except that in this case the path consists of N + 1

steps, with theN th event occurring at theN th step. As before, all fluents are initially negated,

and all have become non-negated by the N + 1th step, and the outcome again consists of the

literals of the N + 1th step.

3. Fully Concurrent Indirect Cause (FCIC): For every value in {1, . . . , N}, a problem instance is

generated with a similar structure to that of the FCDC problems. In this case, however, 2N

fluents are created, half of which correspond to the direct effects of events the N events, and

the other half of which correspond to indirect effects of those events. For every event N ,

there exists a dynamic law whose head is the precondition of a state constraint. The outcome

contains the heads of all state constraints, and all 2N fluents are initially negated.

4. Strict Sequence Indirect Cause (SSIC): For every value in {1, . . . , N}, a problem instance is cre-

ated with a similar structure to SSDC, with the addition of the characterization of indirect

effects via dynamic laws and state constraints from FCIC cases.
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Figure 6.1: Comparing the time to explain up to and including 15 literals for all fully concurrent
and strict sequence cases (direct and indirect)

6.1.2 Experiment 1

As a result of testing several values of N for Experiment 1, we find that the most insight is gained

when examining the results when N = 15.

Results. The approach takes approximately 700 seconds to explain 15 literals caused by 15 con-

current indirect causes (FCIC), and less than 0.1 seconds to explain 15 literals for the remain-

ing three cases (FCDC, SSDC, FCIC). This can be explained by the fact that in the FCIC case,

2N = 215 = 32, 768 sets need to be considered as potential indirect causes for each of the 15 lit-

erals, whereas in the SSIC case only one set needs to be considered as an indirect cause at each of

the 15 steps. It also makes sense that the FCIC case overtakes both direct cause cases because testing

for direct effects of events via dynamic laws that apply in a particular transition ostensibly requires

less time than is needed generating and testing potential static chains that would explain indirect

causation. This is likely because when looking for static chains, both dynamic laws and state con-

straints need to be considered to find the first link of a chain and then the heads of state constraints

CHAPTER 6: EMPIRICAL STUDIES 6.1 FULL CONCURRENCY AND STRICT SEQUENCES



90

Figure 6.2: Comparing the time to explain up to and including 100 literals for fully concurrent
direct cause (FCDC), single sequence direct cause (SSDC), and single sequence indirect cause
(SSIC).

in the first link must tested for connections to the preconditions of additional state constraints until

either an outcome literal is found (indicating that it has been indirectly caused) or until the space

of state constraints has been exhausted.

6.1.3 Experiment 2

In the second experiment, we compare the time required to computed SSIC, FCDC, and SSDC

cases with the goal of gaining insight into the relative performance of the approach on these cases

for larger values of N . The setup for Experiment 2 is nearly identical to experiment 1, with the

exclusion of problem instances for the FCIC case. Therefore, given a valueN , 3N problem instances

are created corresponding to the remaining three cases. As a result of testing several values ofN for

Experiment 2, we find that significant insight is gained when examining the results when N = 100.

Results. The approach takes approximately 114 seconds to explain 100 literals caused by 100 in-

direct causes occurring in a strict sequence (SSIC), approximately 87 seconds to explain 100 liter-

als caused by 100 concurrent direct causes, and approximately 0.03 seconds to explain 100 literals
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Figure 6.3: Observing the time required to explain up to and including 1000 literals for fully
concurrent direct causes (FCDC).

caused by 100 direct causes occurring in a strict sequence. It makes sense that the SSIC case requires

the most time of the three cases tested in this experiment because, as mentioned in the discussion

of the previous experiment, it seems that generating and testing for static chains at each step of the

path is a more computationally intensive task than testing just for direct effects via dynamic laws.

We also see in Figure 6.2 that the time required to compute the SSDC case quickly overtakes the

FCDC case in this experiment once the number of literals to explain exceeds 60. This can explained

by the fact that in the SSDC case, each of the 100 dynamic laws needs to be tested 100 times for

direct effects, one for each literal in the outcome, in each of the 100 steps of the generated path,

even though obviously only one dynamic law will apply at each step. In the FCIC case, however,

100 dynamic laws are tested only once for each of the 100 literals in the outcome because there is

only one step in the path. Considering these details, it is not surprising that the time required to

compute the SSDC case is greater than the time needed to compute the FCDC case for Experiment

2. We also see little to no change in time to compute the fully concurrent direct cause case in the 1

to 100 range, a point which is addressed in Experiment 3.
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6.1.4 Experiment 3

The third experiment is motivated by the insight from the previous experiment that the approach

takes less than 1 second to compute the fully concurrent direct cause case for up to 100 literals. In

this experiment, we vary N from 1 to 1000 to get a better idea of how the performance changes for

problem instances with even more causes and literals to consider. For Experiment, given a value

N , N problem instances are created corresponding to the FCDC case. As a result of testing several

values of N for Experiment 3, we find that insight is gained when examining the results when

N = 1000.

Results. The approach requires approximately 0.4 seconds to explain 1000 literals caused by 1000

concurrent direct causes. We can see that this is the least challenging case to compute in this series

of experiments, seemingly due to the fact that each of the 1000 dynamic laws only needs to be tested

once for direct effects for each of the 1000 literals that need to be explained.

6.2 Single-Source Chains

The fourth experiment departs from analysis of fully concurrent and strict sequence cases and

directs focus to the static chain cases presented in the introduction of this section. Here, we look at

the time taken to explain indirect cause for single-source chains of length 1 through 1000.

6.2.1 Experiment 4

Given a value C, C problem instances for this experiment are generated as follows. For every value

in {1, . . . , C}, a problem instance is generated with 1 event and C initially false fluents. 1 dynamic

law is created for the single event, the head of which is the non-negated literal corresponding the

first of the C fluents. For every i ∈ {1, . . . , C}, there exists a state constraint linking the ith fluent in

C to the i+ 1th fluent (i.e., i+ 1 if i), and the outcome contains only the Cth fluent.

Results. The approach requires approximately 50 seconds required to explain a single literal that

was indirectly caused via a chain of events with 1000 links. Conclusions about the static chain, and

therefore indirect causation, are reached by first considering the direct effect of the single event e

and then testing each of the 1000 state constraints to see if any have become satisfied as a “side-
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Figure 6.4: Observing the time required to explain up to and including 1000 literals for single-
source chains ranging in length from 1 to 1000 links.

effect” of e. From here, it needs to be determined whether or not the preconditions of any of the

1000 state constraints have become satisfied due to the consequence of a state constraint that has

become satisfied as an indirect effect of e, and in our case this process will occur 1000 times before

the outcome literal is finally linked to e’s direct effect. It is easy to imagine that the time needed

to compute causes for long static chains in more complex scenarios would increase dramatically,

but we believe that this experiment provides reasonable insight into the baseline performance of

the approach for long chains of indirect causation in the context of our framework. Next, we will

present an example of a more complicated scenario involving static chains.

6.3 Multi-Source Chains

In the final experiment, we examine the time required to compute multi-source chains with an

increasingly large set of source events and increasingly long static chains.
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6.3.1 Experiment 5

Given values C and N , C ∗N problem instances for this experiment are generated as follows. For

every value i in {1, . . . , C} and value j in {1, . . . , N}, an instance contains i ∗ j + 1 fluents, all of

which are negated in the initial state. The instance also includes j events, and one dynamic law

for each event, the head of which is a non-negated literal. For each event e, there also exist i state

constraints that create a static chain from e to a unique literal l. Finally, each unique l is a member

of the set of preconditions for a final state constraint, the head of which is a literal l′ which is not in

a precondition for any law and is the only member of the outcome. It may be convenient to think of

this problem instance as a set of distinct chain reactions (paths) through a state that only together

indirectly cause a literal to hold in that state.

Results. The approach requires approximately 1.2 seconds to compute a 10-source chain of length

1 and approximately 50 seconds to compute a 10-source chain of length 10. Something interesting

to note here is that even though 210 = 1, 024 sets need to be considered for the 10-source chains, the

chain of length 1 takes significantly less time to explain than the FCIC case that considers the same

number of sets (approximately 7 seconds to consider 10 simultaneous events). This is likely due

at least in part to the fact that in this case, we are explaining a single literal rather than 10, which

drastically reduces the number of tests that need to be made to explain the entire outcome. On a

related note, we see that the time to compute a 10-source chain of length 10 is significantly greater

than the time needed to compute the FCIC case at 10, by a factor of approximately 7. This is likely

due to the fact that the reasoner has to consider a larger number of state constraints in this case,

N ∗ C = 10 ∗ 10 = 100 rather than N = 10 for the fully concurrent indirect cause case.

6.4 Conclusions

In these studies, we have examined the performance of the approach under a variety of interesting

conditions and have reached some initial conclusions about the feasibility of the approach. Ex-

periments 1, 2, and 3 allow us to conclude that explaining multiple indirectly caused literals that

have become true as the result of a single transition is significantly more challenging than reason-
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Figure 6.5: Observing the time required to explain one literal for N-source chains range in
length from 1 to 10 links, where N ranges from 1 to 10.

ing about a similar scenario with direct causation. The insights gained from Experiments 4 and 5

indicate that there is a vast space of cases of indirect cause that can be represented and reasoned

about.

Although an exhaustive study of the entire space of possibilities is needed before general claims

have been made, we believe that these experiments show that the approach is promising. We have

demonstrated that the approach is able to explain causation in scenarios that clearly far exceed the

complexity of the toy examples from the literature, and although in certain challenging cases the

time needed to compute the causes is not nominal, the approach is able to reason arguably faster

that a human given the same problems and reasoning framework. We posit that an interesting open

problem is to investigate the enumeration of the space of scenario types, including but not limited

to cases of varying N values for multiple direct and/or indirect causes in a given scenario, multi-

source chains with direct and indirect causes, and scenarios that combine all of the types of cases

that we have examined here towards the creation of novel and challenging benchmark datasets and

compelling use cases inspired by complex real-world scenarios.
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Chapter 7: Related Work

In this Chapter, we will cover a selection of related work in the area of causality. First, we will

address the most well-known and widely studied approach in the field, the original work on the

counterfactual evaluation of structural causal models that sparked the initial interest in actual cause

within AI. We will discuss the limitations of the original approach, as well as attempts to amend and

improve the work. Next, we will present and discuss the approach that was the most influential to

the dissertation work which took an important step towards modeling a scenario as a sequence of

events that forces state to evolve. Following that, we will present and discuss the work that is most

closely related to ours, which leverages Situation Calculus and its solution to the frame problem

to identify the “achievement” of conditions expressed in first-order logic for a given situation of

interest.

7.1 HP Account of Actual Causation

The structural causal model of [54] is one of the most well-known and influential approaches to rep-

resenting and reasoning about causal relationships among variables. Here we present a definition

of structural causal models (SCM) and the HP approach to defining actual cause for SCMs.

Structural Causal Models.

An SCM is a triple M = 〈U, V, F 〉where:

• U is a set of background or exogenous random variables (RVs) that are determined by factors

outside of the model. No explanatory mechanisms exist in M for U .

• V is a set {V1, V2, ..., Vn} of endogenous RVs that are determined by variables inside the

model.

• F is a set of functions that maps U ∪ (V \Vi) to Vi. In words, F determines how the exogenous

and endogenous RVs affect the values of a specific endogenous RV in V .
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A function in F determining the value of an RV X takes the form X := f(~Y ) which states that

a cause of X taking on value x is an assignment~Y = ~y of a vector of non-X RVs in M such that

f(~y) = x. In this account, the notation ~X = ~x is shorthand for the conjunction of RV settings

X1 = x1 ∧ . . . Xn = xn. Note that the definition of functions in F requires that the equations

are acyclic by excluding X from the set of variables that can influence the value taken on by X .

Therefore, an assignment of values to exogenous RVs U determines a single possible setting of

values for RVs in V . For cases of actual causation, we can restrict the domain of RVs to {t, f} so that

they can be considered as propositional symbols [21]. This provides a convenient way to represent

RVs as ground atoms for evaluation against logic programming approaches to representing and

reasoning about actual cause.

Actual Cause.

In this section we reproduce the HP account of actual cause given in [3]. Here, M is a structural

causal model with endogenous RVs V , ~U = ~u is a setting of exogenous RVs, ~X = ~x is a setting of

RVs in M , and φ is a boolean formula of RVs. The notation (M,~u) |= ψ means that ψ is true in

(M,~u). The notation (M,~u) |= [ ~X ← ~x]φ means that φ holds in (M,~u) after setting RV vector ~X to

~x.

Definition 12. (HP account of actual causation)

~X = ~x is an actual cause of φ if the following three conditions hold:

AC1. (M,~u) |= ( ~X = ~x) ∧ φ.

AC2. There exists a partition (~Z, ~W ) of V with ~X ⊆ ~Z and some setting (~x′, ~w′) of the variables in ( ~X, ~W )

such that if (M,~u) |= Z = z∗ for Z ∈ ~Z, then:

a. (M,~u) |= [ ~X ′ ← ~x, ~W ′ ← ~w′]¬φ.

b. (M,~u) |= [ ~X ′ ← ~x, ~W ′ ← ~w′, ~Z ′ ← ~z′]φ for all subsets ~W ′ of ~W and all subsets ~Z ′ of ~Z.

AC3. ~X is minimal; no subset of ~X satisfies satisfies conditions AC1 and AC2.

Condition AC1 states that both ~X = ~x and φ are true in the actual world. Condition AC2.a

requires that changing ( ~X, ~W ) from (~x, ~w) to (~x′, ~w′) changes φ from true to false. Condition AC2.b
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states that setting any subset of variables in ~W to their values in ~w should have no effect on φ, as

long as ~X is kept at its current value ~x, even if all the variables in an arbitrary subset of ~Z are set

to their original values in ~u. The minimality condition AC3 ensures that only these elements of the

conjunction ~X = ~x are essential for changing φ in AC2(a) are considered part of the cause.

7.1.1 Discussion

The HP approach was a milestone for reasoning about actual causation in the context of Artificial

Intelligence, using structural equations and SCMs to model and reason about causal relationships

among variables. In the context of actual causation, structural equations work well for the kind of

“toy example” typically considered in the literature, and the approach indeed allows us to unearth

numerous sophisticated causation phenomena. However, we do not believe that it provides a suit-

able framework in which to reason certain advanced scenarios, including the behavior of complex

cyber-physical systems. This may be due, at least in part, to a lack of distinction between states

and events (or actions) that force state to evolve over time. In [13], the authors attempt to address

these limitations by modeling HP causality and counterfactuals in the situation calculus; however,

the approach requires the modeler to arbitrarily declare some variables as transitional and others

as enduring, where the former are meant to represent events and the latter represent fluents. More-

over, the approach does not require that situations are executable, which can result in a paradox for

cases of dismissed preconditions, as discussed in [20].

Another limitation of HP, and related approaches, is in the use of the counterfactual definition

of actual cause. As we stated in Chapter 1, this definition is inspired by the intuition that if X

caused Y , then not Y if not X [10, 58], and it has been pursued as a condition of actual causation

in numerous works [8, 9, 13, 59–61]. We have already discussed how the counterfactual criteria can

fail to recognize causation in a number of practical cases such as overdetermination, preemption,

and contributory cause [11, 12, 62]. Here we discuss these challenges to counterfactual definitions

of cause in greater detail, and point out how our approach handles these cases by referring to the

running example from Chapter 3.

In cases of overdetermination, removing one of the multiple sufficient causes from the scenario
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will not prevent the outcome from occurring. Therefore, if X and Y are both sufficient to cause Z,

the counterfactual definition of cause may not identifyX or Y as an actual cause because removing

one or the other will not prevent Z. In our running example, e1 and e2 occurred simultaneously in

the first state and each was sufficient to cause A regardless of the other event. Both were identified

as direct causes because both satisfied the definition of direct cause.

In cases of preemption, multiple sufficient causes have occurred, but the first cause to bring

about the effect preempts the potential effects of any other cause. The bottle breaking problem

presented in Chapter 4 is a well-known example of preemption from the literature. Counterfactual

definitions of actual cause will have trouble with this example because the bottle shattering is not

counterfactually dependent on either throw. In our extended example in Chapter 4, we correctly

identified that Suzy’s throw was a direct cause of the bottle breaking. In the running example, e5

occurred but was unable to cause C because e3 had already done so. Only e3 satisfied the definition

of direct cause. Note that sometimes a distinction is made between late and early preemption. An

example of the former is that Suzy’s rock reaches the bottle before Billy’s. An example of the latter

is Billy not throwing because Suzy has already thrown. We also introduced the notion of single-

transition preemption in Chapter 3, which posed a problem for the simple notion of indirect cause,

but is handled intuitively by the improved definition.

Finally, recall that contributory causes are causes which only together are sufficient to cause an

outcome. If X and Y are contributory causes for Z, the counterfactual definition of cause could

identify X and Y as actual causes because removing either of them will prevent the outcome, but

it can not tell us that X and Y must occur together in order to bring about Z. Recall that in our

example, e4 and e5 had to occur together to indirectly cause D to hold. We also saw an interesting

example of contributory cause in the Firing Squad example in Chapter (Examples).

More recent approaches such as [13, 14, 21] have addressed some of the shortcomings associ-

ated with the counterfactual criterion by modifying the existing definitions of actual cause or by

modeling change over time with some improved results. However, there is still no widely agreed

upon counterfactual definition of actual cause in spite of a considerably large body of work aiming
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to find one.

We have attempted to map the running example from Chapter 3 to a structural causal model

and found that the translation of the action description is not straightforward. Given the problem

ψE = 〈θE , ρE , ADE〉, it is conceivable that it may be possible to emulate this type of approach by

representing ADE as a Causal Bayes network (CBN) ADCBN , and iterating through the events vi ∈ v

to evaluate each statement “If vi had not been true, then θ would not be true”. A CBN is a probabilistic

directed acyclic graph modeling causal relationships among random variables (nodes). A possible

approach to translating causal laws of AD to ADCBN , is to add a node for every event and fluent

in AD and then to add a directed edge from node x to y when there exists a causal law such that x

causes y. However, several challenges arise in such a mapping, making the translation itself non-

trivial. The most notable involves translating laws in which a fluent f occurs, possibly negated,

both in the precondition and in its consequence. Consider this relatively simple law from ADE :

e1 causes A if ¬A

This law states that e1 can cause A to hold if it does not already hold. The translation approach

we outlined would require introducing two random variables,X = e1 and Y = A, where the values

of X and Y are 1 if they are true and 0 if they are false. Modeling the fact that the value of X affects

the value of Y is straightforward by adding a directed edge from X to Y , but it is not immediately

obvious how to model the fact that Y ’s value also affects X’s ability to take on the value 1. Adding

a directed edge from Y back to X violates the structure of a CBN by adding a cycle to the graph,

and omitting the link results in loss of commonsense knowledge and extending the definition of

CBNs to account for such a relationship, e.g., by parameterizing fluents with their time step, seems

non-trivial.

7.2 CP-logic Account of Actual Causation

In [21], the author identifies that a shortcoming of the definition of actual cause for SCMs is the lack

of accounting for the dynamic nature of stories – the HP definition considers only the final state of
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the world after all of the events have occurred and does not model how the state of the world

changes over time in response to events of a story. Vennekens claims that Shafer’s probability

trees [63] are more suitable for representing the dynamic nature of causal relations. A Shaferian

probability tree is a structure whose nodes represent states of the world and whose edges represent

transitions between them. [21] uses CP-logic to provide a syntactic representation of Shaferian trees

and defines actual cause for this structure.

The general form of a CP-law is as follows:

∀−→x (Aq : α1) ∨ . . . ∧ (An : αn)← φ

where φ is a first-order formula, Ai are atoms, −→x contains all free variables of φ and Ai, and

αi’s are non-zero probabilities such that
∑
αi ≤ 1. A CP-law states that logical formula φ causes

a non-deterministic event for which each Ai is a possible outcome with probability αi. A CP-law

with a deterministic effect is denoted by A← φ.

A collection of CP-laws is called a CP-theory T and describes the non-

deterministic evolution of a domain and is formally represented by a Shaferian probability tree

called an execution model. A branch b = (s0, . . . , sn) of an execution model corresponds to a specific

sequence of events that occur in a story, where s0, . . . , sn are states of the world each containing

all atoms in T and their values in that state. The values of all atoms in the initial state s0 are set to

false and the occurrence of events causes RVs to switch from false to true in subsequent states. The

event that causes a transition between states s1 and s2 is given by E(s1) which is the CP-law that

caused a transition between s1 and s2.

Under the CP-logic account, if one wants to determine if atom C is an actual cause of atom E

using a counterfactual approach, they begin by modifying the CP-Theory T so that there is a zero

probability that C will occur in the execution model of T . This is done by performing a transforma-

tion on each CP-law r of T to ensure that C does not belong to the head(r). The CP-theory resulting

from this transformation is T¬C .

In the interest of clarity of the presentation, we give a simplified interpretation of Vennekens’
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account of actual cause. The omitted details of the definition, as well as a definition of actual cause

in an incomplete information setting, are described by the author in [21].

Definition 13. (CP-logic account of actual causation)

Given a CP-theory T , let b = (s0, . . . , sn) be a branch of T ’s execution model. Let C and E be atoms that

both hold in the final state sn of b. C is an actual cause of E in branch b if C does not occur in the execution

model of ¬C.

In other words, C is an actual cause of E if preventing C’s occurrence in the story would cause

E to no longer hold. The definition enables the authors to handle preemption in the “blindingly

obvious” way, which is certainly quite intuitive: whichever event C was the first to produce the

outcomeC is the actual cause and anything that happens after the fact doesn’t count. This approach

captures the notion that it is not possible to cause something that has already occurred.

7.2.1 Discussion

As we have already stated, this approach is closely related to the dissertation work. The concise

handling of preemption in the approach strongly influenced our investigation into examining in-

trinsic causal mechanisms contained in a path, and we handle preemption in a similar way. How-

ever, there are two significant differences between the frameworks. The first is the lack of distinc-

tion between events and the state of the world, which by now we believe we have demonstrated

to be an important distinction to make when modeling scenarios and reasoning about actual cause.

The language consists of a single type of law that is not sensitive to the types of objects it relates.

The second difference is the CP-logic approach’s dependence on the counterfactual definition of

cause, the drawbacks of which we have already enumerated1.

In a turn from relying on counterfactual dependence alone, a more recent approach along this

line of investigation [9, 50] propose a principled approach to defining and analyzing actual causa-

tion starting from concepts of counterfactual dependence, contribution, and production, positing

that definitions of actual cause could be built from a deeper understanding of the relationships

among these concepts as first principles. An even more recent approach [16] introduces a new
1Preemption excluded, in this case.
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language related to CP-Logic in which causal mechanisms and causal processes are represented in

formal logic, allowing the authors to define concepts of causal production for building a framework

of actual causation. While there is an obvious relationship between these more recent approaches

and the approach of the dissertation, the nature of this relationship is not yet clear and this analysis

is left for future work, likely in collaboration with the authors.

7.3 Situation Calculus Semantics for Actual Causality

In one of the most related known research to the dissertation work, the authors of [19] depart

from a strictly counterfactual approach, using a similar insight to our own that actual causation

can be determined by reasoning about what has actually happened in a given scenario rather than

hypothesizing about counterfactual worlds, at least in finding what caused an outcome to “appear”

in a scenario. Leveraging the Situation Calculus (SC) to formalize knowledge, the approach aims to

identify a single event that has caused an SC formula ϕ to become true in a situation, and then uses

a single-step regression approach to identify a list of events deemed relevant to the event’s ability

to realize ϕ.

In SC, a dynamic world is modeled as a progression through situations in response to actions

being performed in the world. SC was originally proposed in [39] and extended by [64], an impor-

tant contribution of which was a proposed solution to the frame problem discussed in Chapter 2.

The latter of the two is the formalism of choice for [19] because, as they state, it allows them to take

advantage of some of the findings of the earlier cited investigation by [13], in which the authors

attempted to redefine counterfactuals in the context of SC. In the interest of clarity of the presen-

tation, we will provide sufficient background of SC to give an overview of the causal reasoning

approach, but detailed presentations of the approach and SC as it pertains to it are described in

[19].

In the SC formalism, a constant S0 denotes the initial situation and represents an empty list

of actions. A situation term do([α1, . . . , αn], S0) is the situation that results from executing actions

α1, . . . , αn consecutively. When none of the action terms have variables, then the situation term

is an (actual) narrative. A basic action theory (BAT) D includes axioms DS0
describing the initial
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situation, action precondition axioms DS0 stating when and action a can be executed in a situa-

tion s, as well as a successor state axiom (SSA) for each fluent F in the model which capture the

“non-effects” of actions. BAT D additionally contains auxiliary axioms including abbreviations

executable(s) indicating that every action in s was executable in s, as well as state constraints that

represent conditions that are true in every state. The basic computational challenge of SC, called

the projection problem, is the task of determining if a BAT entails ϕ(σ) for a ground situation term σ,

and ϕ(σ) is a logical formula that is true, or uniform, in σ.

[19] builds upon this foundation to define and reason about actual cause. A scenario is repre-

sented by a causal setting, a triple 〈D, σ, ϕ(σ)〉 where D is a BAT, σ is a ground situation term such

that the every action in σ executable in the situation, and ϕ(σ) is a formula uniform in σ. The au-

thors claim that if an action α of the action sequence triggers the formula ϕ(σ) to change its truth

value from false to true and if there is no action in σ after α that changes the formula’s value back to

false, then α is an actual cause of achieving ϕ(σ) in σ). The authors formally define α as a primary

achievement cause of ϕ(σ) with respect to the causal setting.

The authors claim that this event is not sufficient to explain how ϕ(σ) became true, as other

actions in σ occurring before αmay have played a role in the incremental “build up” to the eventual

achievement of the ϕ(σ). The authors then use a single-step regression operator to reason backward

over the scenario, yielding a new formula ϕ′(σ) (and corresponding causal setting) that enabled α’s

causing of ϕ(σ). An achievement cause α′ in σ may be found for ϕ′(σ), and is deemed part of the

actual cause of ϕ(σ). The approach is repeated until the beginning of the scenario has been reached

at which point no further causal settings are yielded and the resulting set of actions is referred to

as the achievement causal chain.

7.3.1 Discussion

It is easy to see that there is a clear conceptual relationship between the notion of achievement

and the transition states of the dissertation framework. However, the underlying notions of actual

cause and the choice of SC as a formalism lead to several notable differences with the dissertation

work.
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There are two primary differences in the definitions of actual cause. First, the authors claim that

a formula has been caused only if it has not later been “un-caused” by a subsequent event. This

implies that they are asking “Why did X hold at the end of the scenario?” rather than “What caused

X to hold in the scenario”? This is an important distinction, and we believe that they impose an

unnecessary condition on the achievement causal chain that might result in non-intuitive results.

For example, consider the following action description AD:

e1 causes A (7.1)

e2 causes ¬A (7.2)

Consider now a path ρ = 〈σ1, ε1, σ2, ε2, σ3〉 in which ¬A ∈ σ1, ε1 = {e1}, and ε2 = {e2}. Clearly,

A ∈ σ2 and ¬A ∈ σ3. If the outcome of interest is θ = A. We claim that we should identify e1 as a

direct cause of A for transition state σ2 of θ in ρ, even though the outcome was no longer satisfied

in the subsequent state. Mapping this example to the approach of [19], it seems that A would not

be considered to be caused at all because it did not hold at the end of the scenario.

The second important difference is the notion of the achievement causal chain. In [19], they

define actual cause in terms of every event that helped to “set the stage” for an action to cause a

formula to change its truth value from false to true. This means that every single event that had any

influence on causation is part of the cause. Although this can be a nice feature for simple examples,

we find that in practical settings this definition casts too wide a net and surely would return events

that are of no interest to the user asking for a causal explanation. In fact, the subject of transitiv-

ity as a general condition for cause is still being examined [50, 65], and several counterexamples

have been examined that demonstrate transitivity should not always be considered when reason-

ing about actual causation (see, e.g., [50, 54]). We have demonstrated over multiple examples in

Chapter 4 that our definitions can be used to uncover deeper aspects of a causal mechanism at will,

rather than identifying every event that contributed in any way to causing an outcome of interest to

hold. However, since there are certainly cases in which automating the deeper reasoning approach
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would be desirable, it may be possible to identify notions of supporting causes defined in terms of

the preconditions of the dynamic laws, state constraints, and executability conditions of an action

description, as we have shown in [53].

A related work by the same authors [20] also introduces the notion of a maintenance cause, which

“protects” a previously achieved effect from potential causes that could have “destroyed” the effect.

This consideration differs from our approach, but is an important consideration and an interesting

direction for future work. We propose that it could be possible to extend our approach to perform a

type of counterfactual reasoning over the paths to achieve a similar definition, perhaps leveraging

insights from our initial investigation into defining notions of cause in the context of AL[66].

The choice of SC as a formalism also results in some notable differences in the technical ap-

proach and reasoning capabilities. In Reiter’s SC, a situation is a finite sequence of actions, which is

notably contrary to the original definition of [39] which considers states. Reiter states in [67]:

“A situation is a finite sequence of actions. Period. It’s not a state, it’s not a snapshot, it’s a

history.”

Examining and analyzing Reiter’s choice of representation is beyond the scope of the disserta-

tion work and will not be discussed in any great detail here, however it is important to note that

we consider this point of view and the resulting formalism to be a significant underlying drawback

to the causal reasoning approach from the outset.

Consider the position that philosophical and mathematical accounts of actual causation aim

to take steps towards emulating the level of intuition used by humans when reasoning about the

actual cause of an outcome in a given scenario. In addition to retaining the sequence of events that

have occurred, we often employ an understanding of the context in which the events have occurred

to form a picture of how the state of the world has changed as a result. In this way, we gain a deeper

understanding of the meaning of the events and their causal influence. We posit that paths of an

action description, which include complete descriptions of events in each state as well as the events

that have occurred, map more naturally to human intuition as we have proposed it here than simply

a sequence of the events. Under this consideration, Reiter’s position that a history consists only of
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actions seems incomplete2. This point is arguable, however, it is our position that an account of

actual causation that is intended for the benefit of humans should reflect our reasoning approaches

as clearly as possible so that its results can be consumed in a straightforward and intuitive way.

Another important distinction between the choices of formalism is that SC allows only for the

concurrent execution of singular actions, whereas the semantics ofAL permits the co-occurrence of

events. In reality, events occur simultaneously and this definition limits Batusov’s ability to model

such a situation. Although concurrency of actions has been explored for SC [23, 68], the authors

state that it is not a feature of their approach and it is not immediately clear how the definitions

should be extended to enable such support.

Compared to AL formalizations, SC formalizations also incur limitations when it comes to the

representations of indirect effects of actions, which play an important role in our work, and the

elaboration tolerance of the formalization. Additionally, SC relies on First-Order Logic, while AL

features an independent and arguably simpler semantics.

7.4 Additional Approaches

Finally, it should be noted that a number of other interesting approaches exist linking causality and

non-monotonic reasoning. We discuss one in some detail here and provide some closing discussion

on research directions relating these topics.

7.4.1 Causal Logic Programming

Another interesting, although less related, approach to reasoning about cause in logic program-

ming is given by [69]. This work presents a causal extension of logic programming under stable

model semantics which enables the representation of alternate causes of each true atom in the solu-

tion of a logic program. These representations are called causal proofs which are trees encoding the

ordered application of logic rules that resulted in the truth (or falsehood) of the atom in question.

The trees are obtained by adding labels to rules. Consider the Yale Shooting Scenario of [52]:

There is a turkey called Fred and shooting a loaded gun will kill it. Suzy loads the gun

2Imagine if history books were simply timelines.
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and then shoots.

This scenario can be modeled as follows using causal logic programming:

r1 : dead ← shoot, loaded suzy1 : load

r2 : loaded ← load suzy2 : shoot

where the symbols on the left of the colons are the rule labels. While we will not go into the details

of this approach here, the Yale Shooting program will result in the atom dead being true, and the

following is the causal proof showing how this atom was derived.

Figure 7.1: Causal proof of atom dead for Yale Shooting program

This work is extended by [70] in which the author introduces causal literals which “inspects” the

causal proofs in order to enable further reasoning. The author adds the following rule to the Yale

Shooting program that corresponds to the final sentence of the elaborated scenario:

r3 : prison← (suzy :: dead)

Here, (suzy :: dead) is a causal literal which holds when the suzy actions suzy1 and suzy2 have

been determined to be sufficient causes of dead by inspecting the causal proof. As we can see in

Figure 7.1, the atoms suzy1 and suzy2 together have been sufficient to cause r1 to fire, making dead

true.
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7.4.2 Discussion

While this work is somewhat less related to the dissertation work than the first two works covered

in this section, there is a clear relationship in that this approach creates partial paths as we have

defined them here. Consider again Figure 7.1. We consider that it may be possible to link causal

proofs to the paths of our framework which can lead to interesting synergies yet to be explored.

There are numerous additional research efforts in this area, with varying goals (e.g. encoding

the HP account via Logic Programming approaches [61, 71], explaining answer sets of ASP pro-

grams [72, 73], and reasoning about causal information [70, 74–77]) in the context of non-monotonic

reasoning. Research relating these topics is steadily advancing, prompting interdisciplinary dis-

cussion and exploration of the role and placement of causal reasoning and LP in the landscape of

modern computer theory and the software industry.
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Chapter 8: Conclusions and Future Work

The result this dissertation work is a theoretical framework for reasoning about actual cause that

leverages techniques from reasoning about actions and change, and an implementation of the

framework via ASP that is sound and complete. We have demonstrated that framework lever-

ages intuitive and iconic representations of scenarios as the evolution of state over time in response

to events. The framework can be used to reason about direct and indirect causal influence of events

over the state of the world, and can overcome traditionally challenging cases of actual cause that in-

volve overdetermination, preemption, and contributory causation. We have shown that the frame-

work identifies intuitive answers to a number of classic examples from the literature, as well as

for a novel scenario in which reports from independently acting modules of a self-driving car are

reasoned over to assign blame for unexpected behavior in a crash scenario. We have also demon-

strated that the implementation of the framework is able to explain causation in scenarios that far

exceed the complexity of the toy examples from the literature. Although in certain challenging

cases the time needed to compute the causes is not nominal, the implementation reasons about the

scenarios arguably faster that a human could given the same problems and reasoning framework.

8.1 Open Problems

Recall from our discussion in Chapter 7 that, in our examples, we have relied on human reasoning

to identify the preconditions of events to create new problems that can be used to identify events

that “set the stage” for a causing event of an outcome. As we discussed in Chapter 7, it can be

desirable to have control over which preconditions of which events we would like to explain. It is

easy to imagine, however, that in a complicated scenario that spans a great deal of time, a human

would not want a causal explanation of every single event that contributed to a given outcome as

likely not every event is directly relevant to the outcome. As we stated in that discussion, we believe

that it is possible to identify notions of supporting causes defined in terms of the preconditions of
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the dynamic laws, state constraints, and executability conditions of an action description, as we

explored in [53] for a simpler version of the framework which did not support concurrent events.

For example, given a dynamic causal law λ inAD of form e causes l0 if {l1, . . . , ln}, let e(λ) = e,

c(λ) = l0, and p(λ) = {l1, . . . , ln}. We can use a similar representation for executability conditions

and state constraints, and can then introduce a set of definitions using which preconditions can

be “extracted” from these laws. For instance in our running example, the literals ¬A would be

in a set prec(e1, ρE) of preconditions of law (3.1). In such a case new outcomes of interest can be

constructed from the preconditions of laws in order to uncover additional information about the

actual causal dynamics in a path.

We have also identified a case in which our framework identifies partially counter-intuitive

subsets of elementary events as indirect causes. Consider the following action description:

e1 causes d1 (8.1)

e2 causes d2 (8.2)

i1 if d1 (8.3)

i2 if d2 (8.4)

Consider now a transition 〈σ, ε, σ′〉 for which σ = {¬d1,¬d2,¬i1,¬i2}, ε = {e1, e2}, and σ′ =

{d1, d2, i1, i2}. Let the outcome of interest be θ = {i1}. Due to the definitions of static chains and the

improved definition of indirect cause, both {e1} and {e1, e2}will be identified as indirect causes of

d1, even though intuitively one might expect only e1 to be an indirect cause.

To understand how the two indirect causes are derived, recall that by Definition 9 of static

chains, a state constraint s is a member of a link in a static chain χ(ε, l, σ′) if its preconditions

are caused to be satisfied in σ′ in part by the direct effects of one or more elementary events of

ε. Therefore, the static chain χ({e1, e2}, l, σ′) will consist of a single link γ1 containing laws (8.3)

and (8.4), and i1 ∈ C(γ1). Considering now Definition 10, condition 2 is not sufficient to filter out

the extraneous event e2 in this case because e2’s direct effect is a member of P (γ1). However, we
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speculate that the definition of static chain can be expanded by reasoning backward from every state

constraint s for which the literal of interest is the consequence, and whose preconditions hold in

the state of interest. We propose that we then build the static chain by linking the consequences

and preconditions of state constraints in an action description until one or more dynamic laws

are found whose consequence initiated the chain of indirect causing. Considering again our new

counterexample, we speculate that we would only identify {e1} as an indirect cause of d1 because

the state constraint (8.3) is the only law in the action description for which i1 is its consequence,

and (8.3)’s preconditions can be linked to the dynamic law (8.1) via its consequence d1. Since the

consequence of (8.1) is e1, it would be an indirect cause of d1. We also believe that it may be possible

to leverage the causal process representation language of [16] to enable reasoning about the causal

process in a state of interest.

8.2 Future Work

In addition to addressing the open problems discussed in the previous section, we believe that

several compelling research directions stem from this dissertation.

There is work to be done in extending the representation capabilities of the framework. While

the language AL allows us to elegantly describe the direct and indirect effects of events in a dy-

namic domain, it does not naturally support representations of certain realistic cases in causation

such as direct contributory causes, time delayed effects, non-deterministic actions and cases in

which events are triggered by other events and/or circumstances. An important next step along

these lines will involve exploring generalization of the framework to any representation language

that describes a transition diagram, and in which one can identify direct causes, state constraints,

preconditions, and consequences.

Along the lines of exploring different types of causes, one type of causation that the framework

currently does not support is cause by omission. In such a case, the absence of X is the cause of

Y . For example, the failure of Suzy to shoot the turkey is a cause for it being alive at the end of a

scenario. In this case, it is easy to imagine that searching paths for transition states would not be

a reasonable approach to solve this, rather, we may want to employ some kind of counterfactual
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reasoning to determine if there are any possible counterfactual divergences from the scenario that

would have resulted in the outcome not being true. Another example of cause by omission might

involve modeling (possibly continuous) time-dependent effects. Say for instance that a grandfather

clock’s casing is too small for the swinging range of its pendulum. If the clock-maker does not

stop the pendulum from swinging, then the casing will eventually break. In this case, searching

for a transition state would make sense if we want to know why the casing has broken, but some

counterfactual reasoning would still be required to reason about what could have happened to

prevent this outcome. Cause by omission has been studied extensively in [78] and [79], among

others, although the approaches cited here would appear to serve as a good starting point for

research as their work is also based on models of causation that are inspired by how humans reason

about causal influence. We also speculate that it may be possible to extend our framework to

address problems of this type by leveraging recent work in planning for hybrid domains [80, 81].

Finally, the specification of sophisticated, real-world inspired use cases should be explored to

identify requirements for the framework’s application in practical settings. Exploring these lines

of investigation is likely to yield results and intuitions that lead to the discovery of interesting

(possibly unexpected) application areas, the development of novel and challenging benchmark

datasets, and may eventually inform the design and development of complex, intelligent software

systems that are able to explain their behaviors and decisions in intuitive ways.
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